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ABSTRACT

The recognition of handwritten numerals or characteas applications in the field of
pattern recognition, document processing and aisaly$owever, the recognition of
handwritten numerals or characters is a challentisl for machine because the writing
styles vary from person to person. Handwritten mamer characters recognition is in
general a benchmark problem of Pattern Recognitonl Artificial Intelligence.
Compared to the problem of scanned numeral redognitne problem of handwritten
numeral recognition is compounded due to variationshapes and sizes of handwritten
English numerals. This makes the recognition ofdmaitten numerals or characters an
intensive area of research in pattern recognitidonsidering all these, the problem of
handwritten numeral recognition is addressed uriter present work in respect to
handwritten English numerals. This dissertatiorspnés a new approach for handwritten
numeral recognition method using the MLP (Multi Bayerceptron) neural network for
classification purpose. To achieve the desired tfskecognition, a numeral is first
enclosed inside a bounding box whose size is nazethto 42 x 30 pixels. The numeral
bounding box is partitioned into 9 sub boxes aratuiees are extracted using bounding
box approach is given as input to the MLP classifiéany images with different fonts
and styles have been processed in MATLAB environmesing the aforementioned
classifier. It is observed from the results thae¢ throposed technique successfully
classifies handwritten numerals used in our expamimThe proposed scheme proves its
utilization for recognition handwritten English namals represented with the said feature
set. This approach of recognition of handwritteglislm numerals by MPL classifier can

also be extended to include handwritten charaoteEnglish alphabet.
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CHAPTER 1

INTRODUCTION

The recognition of handwritten numeral is an intee®ranch area of research in pattern
recognition. Handwriting has infinite variety ofykt because it varies from person to
person, so it is very difficult to recognize numserdor a machine. Although the
researches have been going on in this field far fias decades and many algorithms
have been developed to recognize the handwrittemeral with high accuracy but, the
ultimate goal is still out of reach. As variationstyle of handwriting depends on human
thought, so recognition of unconstrained handwrittemerals becomes very difficult.
An overview of the handwritten numeral recognititiee need of the new approach and

the literature on the concerned topic is emphadizéis chapter.

1.1 Overview of Handwritten Numeral Recognition

This provides a huge scope of development in tledd fof handwritten character
recognition. Any development in the field of handten numeral or character
recognition will be able to excel the communicatioetween men and machine. The
automatic recognition and verification of handvemitlegal and courtesy amounts in
English language present on bank cheques is ussgptirate numerals to recognize and
courtesy the handwritten numeral of English languadnich are written on the bank

cheque in Indian banks [1].

A multilayer perceptron neural network (MLPNN) i®ry helpful tool to recognize
unconstraint handwriting and extract importantdea$ from numerals. The performance
of handwritten numeral recognition is largely degemt on the normalization of numeral
shapes. In addition to transforming the numeralgento a standard size so as to give a
representation of fixed dimensionality for clagsfion, it is hoped that the deformation
of characters can be restored so as to reduce ifniwlass shape variation. The
conventional linear normalization is not sufficieatrestore this kind of deformation. To
improve the recognition performance, many meth@l®tbeen proposed for normalizing

handwritten numeralsThe ability to identify handwritten numbers in ant@nated or



semi automated manner has led to the developmeiinoéntirely different field of
research known as the optical character recogn{t@@R). Handwritten input usually
occurs as connected or partially connected strfigharacters, and the first stage in the
recognition process usually involves “chopping” gtengs into locally separate entities.
This process is known as segmentation. Recognisothen performed using these
entities. Since segmentation is a hard problem imittself, the assumption of pre-
segmented inputs eases the task and; schemesohbeealéveloped for the isolated input

characters.

Recognizing numerals is a problem that at firstreesimple, but it is a very difficult task
to program a computer to do it. The difficultieslazomplexity of this task lie in the fact
that a computer program must be able to recognaewritten digits produced by
different people, using different instruments. Blgstem has to deal with widely different
sizes and slants, with different shapes and widththe strokes. Handwritten numeral
recognition has been an especially active topithenfield of pattern classification and
learning. Many approaches and methods have begoged for pre-processing, feature
extraction, classification and/or learning of hanitten numeral images. Researchers
have also compiled widely used standard image da&abto evaluate the performance of
these approaches and methodibe most important and widely used databases are
CENPARMI, CEDAR, MNIST, and the United States PbS&arvice (USPS) database.
Many domains require recognition of digit strings,opposed to individual digits. Some
examples are automated sorting of mail by postdécautomated reading of checks, tax
returns, data entry and many other applicationsthese domains, handwritten digits
rarely appear isolated. Instead they appear asoparstring of digits where some digits
may touch and/or overlap. In many of these realldvapplications, the images are
processed by human operators. However, automatmn improve production and cut
costs. For this to happen, performance of an autnsystem must compare favorably
to human performance. Such comparison is an eabkerdmponent in determining
whether the problem has been solved or not. Annaaited system cannot be fully
integrated into real world applications until therfermance gap between humans and

machines is sufficiently minimal.



In hand printed numeral recognition, the numeras assumed to be written legibly
allowing smaller variation in the shape of a nurhekdandwritten numeral recognition is
always the research focus in the field of imagecgss and pattern recognition. The
numeral varieties in size, shape, slant and thengrstyle make the research harder. The
numeral character recognition is the most challegdield, because the big research and
development effort that has gone into it has nbtesball commercial and intellectual
problems. Handwritten numeral character recognii®ran important step in many
document processing applications. Digital docunpentessing is gaining popularity for
application to office and library automation, baarkd postal services, publishing houses
and communication technology. The complexity of gineblem is greatly increased by
noise in the data and infinite variability of harrdimg as a result of mood of writer and
nature of writing. Recognition of handwritten dgyihas been popular topic of research
for many years. The recognition of handwritten ntaheharacter has been considerable

interest to researchers working on OCR.

Offline numeral recognition has many practical agilons. Among the most quoted
practical applications of offline numeral recogmitiis the reading of postal zip codes in
addresses written or typed on envelopes. The lsr@fimplementing such systems in
post offices are enormous. Such systems would npaksible automatic sorting and
routing of the millions of mails that flow throughe postal system every day, reducing
the human workload and speeding up the whole psoddswever, despite extensive
research, the current techniques do not producdtsebat meet the desired accuracy. A
trusted and reliable numeral recognition systendsde have very high accuracy. The
recognition of handwritten numerals has many appbos such as office automation,
postal sorting, bank cheque recognition, etc. Shrexedwritten numerals and characters
are used in highly sensitive areas like finance adhdinistration, the recognition system
should be accurate, fast and easy to implemenga@Her systems grouped under optical
character recognition (OCR) could recognize ong phinted or handwritten numerals of
fixed size and fonts. But, 100 percent recognitiate is beyond the reach of these
systems as reported in the literature. Thereftre,present study aims at producing an

accurate system targeting 100 percent recognitidade of varied size, shapes and fonts.



MLP-NN is one of the handwritten numeral recogmtioethodology based on simplified
structural classification, by using a much smaBet of primitive types. The major
advantage of MLP classifier approach stems fromailgistness, easy to implement and
relatively high recognition rate. Moreover, thisthm is insensitive to barbs and gaps
that arise at the preprocessing stage. If the MNP gets well trained after applying
training input, it guarantees high recognition satérom the results obtained in course of
the study presented in this thesis we can empligtiadvocate the use of MLP for

document processing.

In this thesis features are extracted from numenaégyes using the proposed bounding
box approach. In this method, the captured imagenserted into binary image and then
the image is partitioned into a 3x3 number of suiages called boxes. The features
consist of number of black pixels from each boxclEaub box is divided by total no of
pixels. Here, MLP neural network technique is uedecognition and recognition rates
are found to be around 90 percent using MLP neuosdlvork. The methods are

independent of font, size and with minor changgz@processing.

1.2 LITERATURE SURVEY

The handwritten numeral recognition is big reseanda so problems have been studied
using neural networks, structural classificatiamrécent times, the researchers find the
better result by combining two or more approachesand written numerals recognition
such as feature extraction, classification, fuzzgmbership function and many other
features etc [6].The recognition of handwritten ddinand English numerals by
representing them in the form of exponential mersiiger functions, which serve as a
fuzzy model has been done in [2,7,8,10]. The bgx@axch is used for feature extraction
which makes the recognition rate very high [2,7Rlzzy logic is applied for feature
extraction, classification for handwritten numergl4]. Integration of the statistical and
structural information for unconstrained handwrittdumerals [9] is done using HMMs
and the structural information are modeled by stayils and relationships between

macro-states. The zoning based system is designedttact features which calculate



densities of each object pixels in each zone [3le Btructural classification of the
handwritten numeral recognition method is by usihgee types of feature extraction
methods: primitive segment, tree-like classified dazzy memberships. The tree-like
classifier used to extract the feature points, fprmes from the image and fuzzy
memberships is applied to the classified numenadage [3].

The handwritten numeral recognition problem has nbestudied from syntactic
recognition, neural networks, structural classtfma coding, fuzzy logic, etc. Recently,
there is a trend of combining two or more recognitimethods to obtain better
recognition rate [2, 12, 13, 14]. Among the abowthudologies, structural classification
is the most frequently used, with feature extracts its base. [15] decomposed images
of handwritten numerals into a set of 15 brancHewgures, which are of the following
three categories: (1) straight lines: horizontatltical, positive slope, and negative slope;
(2) circles: plain circle and circle on the lefy the right, above, and below; and (3) open
arcs: C-like, D-like, A-like, V-like, S-like, and-Eke. Their decomposition was based on
the detection of the following feature points: fig®rners, and junctions. To increase
recognition rate, [16] increased the number of fimes of the above categories, and
used multi-stage feature aggregation to descrilmdh émage using fuzzy rules. The
increase of the number of primitives makes the agatpn very complex. For each
primitive, [17] collected local information of cuature, moving direction, length, etc. to
form a primitive code of 11 elements. A global camfe5 elements was then deduced
from the primitive codes to reflect global topologi information, like the number of
primitives. Based on the global codes, matchingswdre designed for 103 prototypes
and 26 subclasses. A neural network was employex/éocome their time-consuming
design process.[35] divided each image into 16 lesjgad partitions, and then extracted
7 features from each partition to form a globalteeof 112 features, which were then
sent to a neural network for classification. As sdeatures are dependent on the others,
they erased some of them to obtain better claasific results. [2] presents the
recognition of handwritten numerals by representimgm in the form of exponential
membership functions, which serve as a fuzzy modeeir parameters were derived
from features consisting of normalized distancesiokd by dividing each image into a

number of boxes.



Most of the Indian scripts are distinguished by flresence of matras (or, character
modifiers) in addition to main characters as addims English script that has no matras.
Therefore, algorithms developed for them are notéadly applicable to Indian scripts.
Many OCRs for Indian scripts have been reported23P However, none of these has
attempted the handwritten Hindi text consistingamposite characters that involve both
the main characters and matras. Printed Devanabaracter recognition is attempted
using Kohenen neural network (KNN) and other typeseural networks [19, 23, 24].
These results are extended to Bangla [25], whisb aks the header line like Hindi.
Structural features like concavities and interessi are used as features. A similar
approach is tried for Gujarati in [22] with limitediccess. Reasonable results are reported
for Gurumukhi script [23]. Preliminary results aaéso available in the literature on
recognition of two popular scripts in South Indiaa#dil and Kannada [21]. Sinha et al.
[25, 26] have reported various aspect ratios (ARRs)Devanagari script recognition.
Sethi and Chatterjee [27] have described Devanagameral recognition using the
structural approach. The primitives used are hatgloand vertical line segments, right
and left slants. A decision tree is employed tdgrer the analysis based on the presence/
absence of these primitives and their interconoact\ similar strategy is applied to the
constrained hand-printed Devanagari character2&. [Neural network approach for
isolated characters is also reported in [29]. MlelBral networks have been recognized as
a powerful tool for pattern classification problerhat a number of researchers have also
suggested that straightforward neural-network aggtes to pattern recognition are
largely inadequate for difficult problems such adwritten numeral recognition. The
three sophisticated neural network classifiers ebves complex pattern recognition
problems: (1) multiple multilayer perceptron (MLEgassifier (2) hidden Markov model
(HMM)/MLP hybrid classifier and (3) structure adaet self-organizing map (SOM)
classifier[12,31,37]. A method for recognizing hemitten Hindi numerals based on the
structural descriptors of a numeral’s shape isrging30]. Density, segment and moment
features are used as inputs to the classifiers feigtal-forward superstructure of the
Kohonen modules in [21]. The density features insf density of the normalized
samples. The moment features consist of momentsdafrs 2, 3 and 4 of the numeral.

The feature vector for the segments consists di@imalized length of the segment; (2)



average directivity of the segment; (3) averagedlivity strength of the segment; (4)
average directivity change of the segment. Thegmeats of the numeral are computed
based on [31]. The three individual classifiers then integrated using meta-pi network.
Zernike moments are used as features and neuvabrikeas classifier on the hand printed
Devanagari characters in [32]. A contour-followitised algorithm for extracting
features is presented in [33]. For classificatidrthe encoded patterns by the nearest
neighbor (NN) classifiers, an iterative clusteriafgorithm is developed to obtain a
reduced, but efficient number of prototypes. A niature extraction technique is
presented in [34] and applied to the printed Himginerals. Classification is done using

the neural networks.

Handwritten English numeral recognition using futagic is first attempted by Siy and
Chen [35]. The handwritten numeral is decomposéd #traight lines, portions of a
circle and circles. A more flexible scheme is pregubin [36] where the decomposition is
based on the detection of a set of feature poiatminal, intersection and bend points.
The perturbations due to writing habits and insegata are taken into account in the
recognition of off-line handwritten English numeyain [37]. Handwritten numeral

recognition using self-organizing maps (SOM) andzfurules is presented in [38].
During the learning phase prototypes are producetiich together with the

corresponding variances, are used to determing ftegions and membership functions.
In the recognition stage, a fuzzy rule based diasss employed to classify an input
pattern. An unsure pattern is re-entered into t@MSclassifier. A technique in [39]

generates fuzzy rules, based on ID-3 approach kymiang the defuzzification

parameters with the help of a two-layer perceptrohis technique overcomes the
difficulties in a conventional syntactic approadr handwritten character recognition
including the problems of choosing a starting demence point scaling and learning by
machines. A new scheme for offline recognition atfally unconstrained handwritten
characters using a simple multi-layer cluster nlemetwork trained with the back

propagation algorithm is presented in [40] andsitshown that the use of genetic
algorithms avoids the problem of finding local nma that arise from training the multi-

layer cluster neural network with gradient desd¢enhnique. Modified Hough transform



method is used in [41] to extract features, whiehfad as the input to a linear classifier
(discriminate analysis) and a non-linear classifiéN). Two neural architectures along
with two different feature extraction technique® amvestigated in [42] along with a
novel technique for character feature extractionnéw technique for local decision
combination is presented in [43]. The techniques@sgenetic algorithm to determine the
optimal weight vector to balance the local decisiothe combination process. All these

methods demonstrate their effectiveness on CEDABRbdse.

The benchmarking of the state of the art techrsgioe the digit recognition from
different databases, viz., CEDAR, MNIST and CENPAR#Iundertaken in [44]. Eight
classifiers, viz.k-NN (k-neural networks), MLP (multi layer perceptron), REradial
basis function), PC (polynomial classifier), two riaats of SVC (support vector
classifier), LVQ (learning vector quantization) andQDF (learning quadratic
discriminate function) are employed. The 10 featumeclude : 4-orientation and 8-
direction chain code features, 4-orientation pl88CL and 8-direction chain code features
plus 233D with 11 crossing counts and 22 concavidasurements, 4-orientation and 8-
direction gradient features, 4-orientation and r@ction gradient features from pseudo
gray scale images, 4-orientation Kirsch features 4orientation PDC features. The 10
features and eight classifiers are combined to §@eaccuracies to the test dataset of
three databases. The recognition rates are foundetdigher than the best in the

literature.

In [45] two types of 256-dimensional feature vestoContour based gradient
distribution (CGD) and directional distance distitions (DDD) are extracted. Using
non-parametric method the features are evaluateeris of their class separation and
recognition capabilities. From GCD and DDD two typaf new features are derived:
Class-common and Class-dependent. Using the seppradwer of the class-common
features and discriminating power of the class-ddpat features, modular network
architectures are trained to classify the numerkis[27], statistical information is

modeled by microstates using HMMs and structuri@rimation is modeled by singletons

and relationships between macrostates where eactostate is a collection of individual



microstates. The orientations that constitute taéissical information are encoded into
discrete codebooks and distributions of locatitvas tonstitute the structural information
are modeled by the joint Gaussian distribution fioms. The recognition process is
measured by the degree of matching. The stateidnratiapted transition probability
gives this degree as state-duration indicates tineber of feature segments modeled by
the state. The back-propagation neural networksedun [46] for the recognition of
handwritten characters. In that, feature extractisndone using three different
approaches, namely, ring, sector and hybrid. Thtufes consist of normalized vector
distances and angles. The hybrid approach, whiambowes the ring and sector
approaches, is found to yield the best results. Séme features are adopted in [8]. We
follow the methodology in [46] for feature extramti in the present work. But the
recognition approach in [8] which is solely basedltze membership function is extended
to include entropy and the membership functionsnaoelified by way of the structural
parameters necessitated because of large variatiotie means and variances of

samples. In order to avoid this problem; consissantples have been used in [8].



CHAPTER 2

MULTILAYER PRECEPTRON NEURAL NETWORK (MLP-NN)

The multilayer perceptron (MLP) is a hierarchicalsture of several perceptrons, and
overcomes the shortcomings of the single-layer agdtsy The MLP consists of three or
more layers (an input layer and an output layehwihe or more hidden layers) of
neurons with nonlinear activation function. The ded neurons make enable the
multilayer network to learn complex tasks by exirag progressively more meaningful
information from the input. The MLP is capable e&ining a rich variety of nonlinear
decision surfaces. Nonlinear functions can be sspried by multilayer perceptrons with
units that use nonlinear activation functions. Nt layers of cascaded linear units still

produce only linear mappings.

“A neural network with one or more layers of nodetween the input and the output

nodes is called multilayer perceptron neural nekwor

The multilayer network MLP has a highly connectegpalogy since every input is

connected to all neurons in the first hidden lay®arery unit in the hidden layers is
connected to all neurons in the next layer, andnsarhe input signals propagate through
the neural network in a forward direction on a lalye- layer basis that is why they are
often called feed forward multilayer networks. Tkiods of signals pass through these

networks:

(1) Function signals: The inputs are propagateduin the hidden neurons and

processed by their activation functions emergeudjsuss;

(2) Error signals: The error at the output neurmmpropagated backward layer-by-layer
through the network so that each node returnsiits ack to the nodes in the previous

hidden layer.

1C



2.1 Definition of activation function

The training algorithm for multilayer networks reeps differentiable, continuous
nonlinear activation functions. If a multilayer peptron has a linear activation function
in all neurons, that is, a simple on-off mechantsndetermine whether or not a neuron
fires, then it is easily proved with linear algelthat number of layers can be reduced to
the standard two-layer input-output model. What esalk MLP different is that each
neuron uses a nonlinear activation function whiels weveloped to model the frequency
of action potentials or firing of neurons in the FILThis function is modeled in several

ways, but must always be normalized and differéifgia

The two main activation functions used in currgoplecations are both sigmoid, and are
described by

O(y;) =tanh (V)

o(yi)=(1+e ")

in which the former function is a hyperbolic tangerhich ranges from -1 to 1, and the
latter is equivalent in shape but ranges from .thlere yis the output of thé"ineuron
and v is the weighted sum of the input synapses. Moeeigpzed activation functions
include radial basis functions which are used iotlagr class of supervised neural
network models. But the hyperbolic tangent is pref@ because it makes the training

easier than others

11



2.2 Structure of MLP

Network

w-H4HCuovz—

Fig2.1 Structure of Multilayer perceptron

\Nll,lVVI 1,W 13 oL
W = VVI2,1VVI 2,2VVI 2,3 WO :{V\/OZ}
W 3,1VV| 3,W 3,3

The structure of MLP is shown in the Fig2.1 witheanput layer, one hidden layer and
one output layer. In this each input of input laigedirectly connected to each neuron of
hidden layer and output of hidden layer is directtyyinected to output layer of the neural
network. Each neuron has activation function toveonthe output in nonlinear form.
Input is applied to the hidden layer is 9 dimensamd WI is input weights are also 9
dimension. Then output of the hidden neuron wosksput to output layer neuron which
is 2 dimensions and WO is output weights for outpyér neuron is also 2 dimensions.
Inputs are applied and weights are initializedh® network is shown in Fig2.1 after this
training is done in each iteration and network autp calculated. This output is matched
with target output and error is calculated from\abtormula. This process is running till

error is minimized.

12



Input Layer : A vector of predictor variable values (11 12 ..9) lis presented to the input

layer. The input layer standardizes these valudbatathe range of each variable is -1 to
1. The input layer distributes the values to eacthe neurons in the hidden layer. In
addition to the weights are initialize to each beé thidden layers; the weights are

multiplied by input and added to the sum going thi neuron.

Hidden Layer: Arriving at a neuron in the hidden layer, theuealfrom each input
neuron is multiplied by a weight, and the resultimgighted values are added together
producing a combined value. The weighted sum isiréal a transfer function, which

produce output. The outputs from the hidden layerdsstributed to the output layer.

Output Layer: Arriving at a neuron in the output layer, theusafrom each hidden layer
neuron is multiplied with output weight, and thesuking weighted values are added
together producing a combined value. The weighted s fed into a transfer function,

which produce output that is the outputs of thevoek.
2.3 Training of MLP:

The main objective of the training of the data im®to find set of weights that will
produce the output of the neural network to makehdesired output to close the target
output of neural network to minimize the networkoer This totally depends on the

designing and training.
The training algorithms follow this cycle to refittee weights values:

(1) Run a set of predictor variable values throtigh network using a tentative set of

weights.

(2) Compute the difference between the predictegetavalue and the required output

value for this case.

(3) Average the error information over the entged training cases.

13



(4) Propagate the error backward through the nétaod compute the gradient (vector

of derivatives) of the change in error with resgeathanges in weight values.
(5) Make adjustments to the weights to reduce tra.e

There are several issues involved in designingtiamaing a MLP:
(a)Selecting the Number of Hidden Layers

For nearly all problems, one hidden layer is sigfit. Two hidden layers are required for
modeling data with discontinuities such as a savthtavave pattern. Using two hidden
layers rarely improves the model, and it may infiaela greater risk of converging to a

local minima.
(b)Deciding how many neurons to use in the hiddemayers

One of the most important concerns is that how magyrons should be in the hidden
layer(s) in MLP. If an inadequate number of neuraresused, the network will be unable
to model complex data, and the results fitting Wwél poor. If too many neurons are used,
the training time may become excessively long, aratse, the network may over fit the
data. When over fitting occurs, the network bedmsnodel random noise in the data.
The result is that the model fits the training dax&remely well, but it poorly generalizes
the new, unseen data. Validation must be usedstofa@e this. An automated feature is
used to find the optimal number of neurons in tidkelén layer. You specify the minimum
and maximum number of neurons you want it to tast it will build models using
varying numbers of neurons and measure the quadityg either cross validation or hold-
out data not used for training. This is a highlfeefive method for finding the optimal
number of neurons, but it is computationally expessbecause many models must be
built, and each model has to be validated. If yaueha multiprocessor computer to use
multiple CPU’s during the process, this method rbhayadopted. The automated search
for the optimal number of neurons only searchesfitise hidden layer. If you select a
model with two hidden layers, you must manuallycsiyethe number of neurons in the

second hidden layer.
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2.4. Backpropagation

The backpropagation training algorithm was firstsa@éed by Rumelhart and
McClelland in 1986; it was the first practical methfor training neural networks.

Backpropagation is feedback neural network usedninimize error of the neural

network that assigns the weights to the hiddenrlaygrons. After each iteration of
training input the error is calculated from networutput and desired output in the
neural network. After that weights are adjust awtboally for new iteration until the

desired output is achieved.

Back Propagation Weights Updating Rule
MLP is shown in Fig2.1, with one layer of hidderurens and one output neuron. When
an input vector is propagated through the netwtok,the current set of weights the
network output is RBy. The objective of supervised training is to adjtst weights
automatically so that the difference between thsvoek output Ry and the required
output Rqis reduced. This requires an algorithm that redtivesbsolute error, which is
the same as reducing the squared error.

Network Error (E)mef- Ry (1)

The algorithm should adjust the weights automdticalich that E2 is minimized.
Backpropagation is such an algorithm that perfoargradient descent minimization of
E2. In order to minimize E2, its sensitivity to bauf the weights must be calculated. We
see that what effect changing each of the weiglitshewe on E2. If this is known then
the weights can be adjusted in the direction tedtices the absolute error. The notation

for the following description of the back-propagatrule is based on the diagram below.
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O, B
W 1 =1 I
0 —2 oy ) O, 2 — O,
Wa !l ™ :
O —S |
! neuron B !

Fig.2.2 Architecture of a Neuron

The dashed line represents a neuron B, which caitler a hidden or the output neuron.
The outputs of n neurons (Q..0, ) in the preceding layer provide the inputs torneu
B. If neuron B is in the hidden layer then thisisiply the input vector. These outputs
are multiplied by the respective weights@N. W), where W is the weight connecting
neuron n to neuron B. The summation function addpether all these products to
provide the inputd that is processed by the activation function) 6f neuron B. f @) is

the output @ of neuron B.

For the purpose of this illustration, let neurob€elcalled neuron A and then consider the

weight Wag connecting the two neurons.

The approximation used for the weight change ismgivy the delta rule:

oE?

Wias ey = Was(ola) _HGT (2)
AB

Wherenis the learning rate parameter, which determinesdte of learning, and
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is the sensitivity of the error’fo the weight Wiz and determines the direction of search

in weight space for the new weighta¥¥ew) as illustrated in the figure below.

BE° is +ve
ag? B ag

&, g

incresss reguined L decregse requined
Weight walue W, o

is-ve

Fig 2.3 In order to minimize E? the delta rule gives the direction of weight chargrequired

From the chain rule,

0E®> _0E? al,
= 3)
OW,, 0l OW,,
0 OW,e 02 OWg
and’ al B — X=X — a(()AWAB) + X=X = OA (4)

OW,g OW,g OW,g OW,g

Since the rest of the inputs to neuron B have mexddency on the weight M. Thus
from equation (3) and (4), equation (2) becomes,

0E?
WAB(neW) :WAB(old) _’76|—OA (5)

B

And the weight change of WY depends on the sensitivity of the squared errrt(Ethe
input ( Is) of neuron B and on the input signal.d’here are two possible situations:
1. B is the output neuron;

2. B is a hidden neuron.

17



Considering the first case:
Since B is the output neuron, the change in tharsglerror due to an adjustment ofgV

is simply the change in the squared error of thpwiwof B:

0E* =0(Pred - Reqg ¥

2
oE ~2(Pred - Req :6 Pred
B alB
—op 9 (le)
ol g
= 2Ef (I,,) (6)

Combining equation (5) with (6) we get the rule fimodifying the weights, when neuron
B is an output neuron i.e.

WAB(new)=WAB(0Id) _”OAZEf I(l B) (7)

If the output activation functions, §){is the logistic function then:
f() == (L+e™)" 8
1+e™ ®)

Differentiating (8) by its argument x;

—X

e

f'(x)=-11+e7)" -1€ )= re)? 9)
1
But, f(x)= i
Where e’ - (37 1(x) (10)
f(X)

18



Inserting (10) into (9) gives:

0= @ 1 0) / 1
{09/ (f09y

= F()xA-1(x) (11)

Similarly for the tanh function,
') =@~ f (%))
or for the linear (identity) function,

fr(x)=1

This gives:

WAB(new) :WAB(old) -1n0,2EO, (1-0y) (logistic)

WAB(new) =WAB(oId) -1n10,2E(1- OBZ) (tanh)
Wagnew) =Was(oa) ~/70.2E (linear)

Considering the second casa is a hidden neuron

dE> _9E2 4l 90,
= (12)
al, ol 90, al,

Where the subscript, o, represents the output neuro

a&:—af(lB) =f '(|

13
ol, al, o) (13)
) a; OW,,
= (14)
00, 00,
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Where p is an index that ranges over all the neumduding neuron B, that provides

input signals to the output neuron. Expanding ibletthand side of equation (14),

PzB

W W

agop " _ 00:Weo azop i
= +

P =W
00, 00, 00, 5o

(15)

since the weights of the other neurons,cWp!=B) have no dependency ong.O
Inserting (13) and (15) into (12),
0E®> _OE?

alB _aT\NBof I(IB) (16)

(o]

Thus 0E?/dl,is now expressed as a functiondBf/dl,, calculated as in (6).

The complete rule for modifying the weighta¥Vbetween a neuron A sending a signal to

a neuron B is,

OE?
W (newy = Was o) _Ual_OA (17)
B
Where,
oE? . .
=2Ef, (1) -lgis the output neuron
B
2 2
oE =6£WBO f (1) -Ig is the output neuron
o, al,

where §(.) and f(.)are the output and hidden activation functionpeetvely.

Network Output = [tanh {I.WI)] . WO
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Let,

HID = The outputs of the hidden neurons
ERROR = (Network Output - Required Output)
LR (Learning rate) = 0.2(constant)
Error threshold = 0.0001
linear output weights updating
WO =WO - (LR x ERROR x HID ) gL

Linear input weights updating
WI = WI - {LR x [ERRORWO x (1- HID)] . I"}T  (19)

Equations 18 and 19 show that the weights change isput signal multiplied by a local
gradient. This gives a direction that also has ritada dependent on the magnitude of
the error. If the direction is taken with no magde then all changes will be of equal size

which will depend on the learning rate.

The algorithm above is a simplified version in ttiegre is only one output neuron. In the
original algorithm more than one output is allonsd the gradient descent minimizes
the total squared error of all the outputs. Withyame output this reduces to minimizing

the error.
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CHAPTER 3

FEATURE EXTRACTION METHOD

This section describes the proposed method usetiaiodwritten numeral recognition.
Feature extraction is the crucial phase in numdaeadtification as each numeral is unique
in its own way, thus distinguishing itself from ettnumerals. Hence, it is very important
to extract features a way that the recognitionifféent numerals becomes easier on the

basis of the individual features of each numer2ls [

3.1Bounding box approach

For extracting features, we use the Bounding B@pr@ach. This approach requires the
spatial division of the numeral image. The majovaadage of this approach stems from
its robustness to small variations, ease of impigat®n and relatively high recognition

rate. The choice of box size and number of boxeksisussed in Ref [2]. Each character
image is divided into 9 sub boxes so that the postiof a numeral will be in some of

these boxes.

m—p (| |
S I

™ ™|

Fig3.1 Partitions of the numeral image in 9 sub baes

English numeral 0 is enclosed in the 3x3 grid. Heve all boxes are considered for
analysis in a sequential order. By calculating hblack pixels in each sub box and each
sub box is divided by total no of black pixels hewn in Table3.1.

0.1497 | 0.1020 | 0.1361
0.1088 0 0.1156
0.1633 | 0.0816 | 0.1429

Table3.1 A 9 dimension feature of numeral image ifig3.1
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3.2Processing of numeral image

Stepl.The numeral images are captured by the camera.

Fig3.2 Captured image

Step2.Binarization of the captured image: Binarizatiercarried out before the character
recognition phase. Ideally an input character ghbalve two tones, i.e., black and white
pixels (commonly represented by 1 and 0, respdgjivenage binarization converts an
image of up to 256 gray levels into a two-tone imag

Fig3.3 Binarized image

Step2.Thicken operation is applied on the image.

Fig3.4 Thick image

Step3.Crop the image into the fitted window.
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Fig3.5 Cropped image

Step4.Resize this image into 42 x 30 pixels.

L

Fig3.6 Resized image

Steph Partition of this image into 3 x 3 boxes eackiné 14*10.

L 4

Fig3.7 The 9 sub partitioned images of Fig3.7

Step& Compute the total no of black pixels in each bok and divide the total black

pixels in the image. This fraction is applied as ttaining input to the MLP classifier.

Step7Test input is applied after training and the petage of correct classification is

calculated.
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CHAPTER 4

EXPERIMENTAL RESULTS AND DISCUSSION
In the present chapter a setup for the image psougss developed and the results of the

algorithm on the images are presented.

4.1 EXPERIMENTAL SETUP
Experiment was performed on image of numerals ca@thy a camera (resolution 10 mp
and 3x optical zoom) to examine the efficiency abgmsed algorithm. To implement
proposed algorithm, system configured with Intelgaerssor 2.63 GHz and 1 Gigabyte of
RAM used and matlab2009 tool used.
The following parameters were set to the MLP nemetlvork as shown in table4.1.
Offset -0.05 was also added to HID for better rissdlhe thicken operation is applied on
the numeral images from MATLAB command (as img= kwpin(image, ‘thicken’,Inf)).
The images are resized into 42x30 and partitionedl9 sub boxes as shown in Fig3.7
(a). Weight initialization
A 9 weights are initialize to the MLP neural netkor
W1 =10.3;0.2;0.4;0.5;0.8;0.4;0.5;0.7;0.1]
W2 =10.1;0.9;0.7;0.6;0.5;0.1;0.2;0.6;0.4]

WI = [W1,W2];

WO = [0.5;0.2]
No of input layer 1
No of hidden layer 1
No of output layer 1
No neurons of input layer 9

No neurons of hidden layer| 2

No neurons of output layer| 1
LR 0.02
€ 0.0001

Table 4.1 Parameters which are used in experiment
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4.2 PROPOSED ALGORITHM RESULTS

The training images of 0 and 7 are shown in FigdHig4.2 respectively. According to
proposed algorithm features are extracted frontriiring images is shown Table 4.2 &
Table 4.3 for 0 and 7 respectively. As well as tist images of O and 7 are shown in
Fig4.3 & Fig4.4 respectively and features are exée for test images are shown in
Table4.4 & Table4.5 for 0 & 7 respectively.

OO0 0 00O

@) (b) (€) (d) (e)

Fig 4.1 Training images of 0 are used in our experient

0.1858| 0.1062 0. 1327 0.1360| 0.1120 0.1280

0. 0973 0 0.0619 0..1280 0 0.1120

0.1681| 0. 1062| 0. 1416 0.1440| 0.1040 0.1360
@) (b)

0.1215| 0. 1028 0. 1682 0.1226| 0.1132 0.1509

0. 0841 0 0. 1308 0.1321 0 0.1321

0. 1495/ 0. 1028| 0. 1402 0.1038| 0.0943 0.1509

(c) (d)

0. 1613| 0. 1075| 0. 1398

0. 0645 0 0. 1075

0. 1398| 0. 1075| 0. 1720

(e)
Table 4.2 A 9 dimension feature of 0 numeral imagesed in training for figure 4.1(a), (b), (c), (d) ad

(e)
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gl |

(f) @ (h) (i) 0)

Fig 4.2 Training images of 7 are used in our experient

0.0125| 0.1500 0.3750 0.2065| 0.1630 0.2283
0.0625| 0.2550 0 0 0.1848| 0.0326
0.1250 0 0 0.1630| 0.0217 0
(f) (¢)]
0.1420| 0.1111 0.3210 0.1370| 0.1438 0.2603
0 0.0926| 0.1235 0 0.1575| 0.089(Q
0 0.2099 0 0.1438| 0.0685 0
(h) (i)

0.2462| 0.1385 0.1538

0 0.2462 0

0.2000| 0.0154 0

(),
Table 4.3 A 9 dimension feature for 7 numeral imagesed in training for figure 4.2 (f), (), (h), (i)
and (j)

O O 0

(k) U (m) (n)

Fig 4.3 Testing images of 0 are used in our experant

27



0.1570

0.1157

0.1570

0.0909

0

0.090¢9

0.1405

0.1074

0.1405

(k)

0.1545

0.1000

0.1455

0.1000

0

0.0818§

0.1364

0.1000

0.1818

(m)

0.1293

0.0948

0.1379

0.1207

0.1293

0.1638

0.0776

0.1466

o

0.1655

0.0828

0.1310

0.0966

0

0.1034

0.1793

0.0897

0.151y

(n)

Table 4.4 Black Pixels count of 0 numeral images isach sub box for test input

(0)

(P)

5 |

(@

Fig 4.4 Testing images of 7 are used in our experant

0.1068] 0.1069 0.3981

0.0194| 0.2039 0

0.1650| O 0
(a)

0.1875] 0.2411 0.375

0 0 | 0.0714

0 0 | 0.1250

()

K|

(r)

0.1429 | 0.2755 0.2449
0.1122 | 0.1539 0
0.00714| O 0
(r)
0.1075| 0.107§ 0.3226
0 0 0.2366
0 0.0538| 0.1720

(t)

Table 4.5 Black Pixels count of numeral image 7 ieach sub box for test input
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After getting black pixels in the image in each pibre training input image is taken and
input weights are initialized for training to MLRural network in T iteration after these
weights are updated automatically. For our expemtmge select the numerals 0 and 7 to
which we assign the labels +10 and -10 respectivdher getting MLP NN well trained
the 4 test inputs are applied for testing our nan@rcognition system so that we get 0%
and 100% efficiency for 0 and 7 numerals respelstitteough our proposed method as

shown in table 4.6.

Numerals No of No of %age

Training | Testing | recognit

inputs inputs ion
0 5 4 80%
7 5 4 100%

Table 4.6 Classification result of 0 Vs 7

Test Calculated Test Calculated
image Label image Label
1 -0.6307 1 -12.5444
2 0.0648 2 -10.5964
3 0.6737 3 -0.4794
4 0.6720 4 -6.0092
Table 4.7 Test result for O Table 4.8 Test result for 7

As observed from classification results in tableéur proposed method is very effective
to recognize handwritten numerals. In our expertnee have achieved classification
between two distinct numerals 0 & 7 with successésults. Test results are shown in
Table 4.7 & Table 4.8 for 0 and 7 respectively.
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CHAPTER 5

MAIN CONCLUSION AND FUTURE SCOPE
In this chapter the final concluding statement glaiith the future scope in the presented

field are discussed.

5.1 CONCLUSION

In this thesis a novel approach for handwritten exahor characters recognition using
MLP neural network classifier and bounding box aagh which was implemented
successfully. We have obtained maximum efficiensing the proposed technique with a
mean correct classification of 90% for distinct rarais. The recognition of handwritten
numerals has many applications such as office aatiom postal sorting, bank cheque
recognition, automatic pin code recognition, cdlleg data from filled in forms etc.
Though there are some commercially available sa#igjamainly for printed character
recognition of some languages, But the succesdoydte extended for hand written
characters. Such technique is to facilitate smaotihéeraction between man and
machine. Since handwritten numerals and charaatersised in highly sensitive areas
like finance and administrations the recognitioatseyn should be accurate, fast and easy
to implement. The various writing styles of chaeastintroduce large variations. In MLP
Neuarl Network classifier the “thicken” operatio ATLAB function) is performed on
the captured images from our database and to éxt@enalized features using the
proposed bounding box approach. The major advartédéLP classifier approach is
robustness, easy to implement and relatively heglognition rate. Moreover, this method
is insensitive to barbs and gaps that arise gpitiy@rocessing stage. We can emphatically
advocate the use of MLP Neural Network for docunmntessing from this study. The
automatic recognition of digits on scanned imagesviide commercial importance.

5.2 FUTURE WORK

Our future work is dedicated to improving the reaitign rate of indistinct unconstrained
numerals using improved feature extraction techesq his approach of recognition of
handwritten English numerals by MPL classifier calso be extended to include

handwritten characters of English alphabet.
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