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ABSTRACT

The video surveillance systems have gained popylsirice last few decades because
of their use in the detection of unusual activitissrveillance, patrolling, and other
scientific and engineering problems. Activity dei®c is an important component of
video surveillance and involves tasks like recagnibf humans, their activities with
respect to their surroundings and the further amalffor any abnormality or
suspicious behavior.

This recognition can be done either manually oromugttically with the help of
computers. Though it is very easy for a human talyae the video for suspicious
activities, and this is the way which is in widesgal use, the other way can be to do it
automatically. Autonomous video surveillance regsiiautomatic processing of video
sequences.

This work, therefore, proposes the approach tchdastirveillance automatically. The
detailed approach along with its advantages overaipproaches has been discussed
at length. The various constraints that have besent into account are also
elaborated. The design of the system takes inpm the video frames taken at the
place where we provide surveillance. The systens do¢h the low-level processing,
like motion detection and tracking, and also penf®ihigh level decision making jobs
like unusual activity detection. This work, thenefpaims to translate the low-level
input into a high-level semantically meaningfuligity description. The three major
components of the work include moving object debecttracking and unusual
activity detection.

The approach in this dissertation is substantibyethking two unusual activities, first
is abandoning of bag by a person and the secoratriging of bag by a person. Only
a single person is involved and outdoor backgroamd static background is taken.
The analysis is made on offline videos and no tiead-detection or analysis is made.
The development is done in C++ using OpenCV lib@mLinux platform.
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Detection of Suspicious Activity in Video Surveillance

Chapter 1

Introduction and Problem Statement

1.1 Introduction

The job of video surveillance system is to analymi®o sequences to detect unusual
or abnormal activities. Activity detection a veryucial component of video
surveillance systems for activity based analysisw¥eillance videos. Detection of
human activities uses computer vision techniquegiden sequences to detect what a
human is doing in his surrounding environment. isltdifficult to obtain activity
information both quickly and accurately. Activityetégction has great importance in
many applications, particularly in the surveillanodustry. Human activity detection
is one of the complex tasks that human brain dffestlessly, but many difficulties
arise when a computer system attempts to procesadiivity. The vast amounts of
data in the video sequences often make it diffitmlinake decisions for a computer

system [7].

Recognition of human activities in video surveite can be manual or automatic
[11]. In manual video surveillance system, a huraaalyses the video content. Such
types of systems are currently in widespread usgoomous video surveillance
requires automatic processing of video sequendes.systems that perform simple
motion detection are typical examples for such sygde system takes input from the
video frames taken at the place where we provideeslance. The system does both
the low-level processing, like motion detection dratking, and also performs high

level decision making jobs like unusual activitytetgion [6].

Humans perceive the video events as the high-lsggiantic concepts, when he
observes the video sequence. But this is not the wéth computer surveillance. The
major challenge in video surveillance with compsites to translate the low-level
input into a high-level semantically meaningfuligity description [1]. Video event

recognition attempts to fix the problem of recoimglthis perception of video events

with a computer surveillance system.
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Detection of Suspicious Activity in Video Surveillance

The present video surveillance systems mostly exdepend on human operators to
analyze the content of video for any unusual agtivihis method is not beneficial
when the amount of data to analyze is large. Gépeemalysis is done in this case
only when some mishappening occurs. But the auionagiproach to analyze and
detect suspicious behavior will help to quickly asfficiently detect any such
abnormal activity and may even provide warning befthe occurrence of any big

casualty.

Such video surveillance systems require relialidest and robust algorithms for
detection of moving object, tracking and analydisinusual activity [11]. This will
be a lot more help to human operators whose jobowilery simplified and they will
just need to press the panic button in case ofeangrgency. The human operators
will not need to go through every video frame faalysis. Furthermore, the reaction
time is reduced significantly.

The basic approach to automatic video surveillangelves three steps, detecting
moving object, tracking and identifying of unusaativity. The first step of detecting

moving object deals with segmentation of moving eoty from stationary

background. Temporal differencing, background sditon, statistical methods, and
optical flow are the commonly used techniques fgeat detection. Segmentation of
object is difficult and involves significant prolbebecause of dynamic environmental
conditions such as illumination changes, waving tleanches in the wind and
shadowing. So it needs to be a well robust andvidsb surveillance system [13, 14].

Tracking is the next step in the video analysisicivican be simply defined as the
temporal correspondence conception among detectethgiobjects from frame to

frame. This procedure identifies temporal recognitof the segmented objects and
generates cohesive information about the segmentigdts in the surveillance area.
The tracking step output is generally used enhance and support object
motion segmentation, features extraction ofecbjand higher level analysis of
unusual activity [16]. The final step is to ogoize the unusual activity in a
video. These algorithms output can be used dssisting the human operator
with high level semantic data and this output t&fp him to make the more

accurate decisions.

Delhi Technological University, Delhi 2
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The final and the most prominent step in this sysie to understand unusual
activities in a video scene. It is a domain witlofse for extensive research and has
many promising applications. Thus, it attracts #teention of several researchers,

commercial companies and institutions.

The role of visual surveillance systems is veryc@uin the circumstances where
continuous patrolling is not possible by human daalike in nuclear reactors,
international border patrolling, etc [7]. Requirethr video surveillance systems in
public has application areas like shopping com@ereonitoring of parking lots, and
banking or financial establishments. This bringsserthe requirement of
understanding the human activities and to make cbenpvision system able to
construct a higher level semantic knowledge ofdbresequence appearing in a video
scene [8]. Some scenarios are given below that tmigh handled by video

surveillance systems [17].

Public and Commercial Security:
1. Monitoring of banks, airports, museums, departniesttaes, stations, parking
lots and private properties for crime preventiod datection.
2. Patrolling of highways for accident detection.
3. Access control.

4. Surveillance of forests and properties for fireed@bn.

Smart Video Data Mining:

1. Extracting statistics from sport activities.

2. Compiling consumer demographics in amusement aréésshopping centers.
3. Logging routine maintenance tasks at industrial mndear facilities.
4

. Counting endangered species.

Military Security:
1. Patrolling of national borders.

2. Monitoring peace treaties.

The utilization of object detection, object traakiand activity detection algorithms
are not restricted to video surveillance systemyg. dther application domains also

get benefits from the advanced research on thgseithims. Some areas are virtual
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reality, human machine interface, video compressiuitheo editing and multimedia

databases and augmented reality [9, 11].

Thus, we can visualize how important and usefid thitomated surveillance system
can be at personal, commercial and business [&tel.benefits can be far and wide
and can have major implications on how we manageseaurity and surveillance

systems.

1.2 Problem Definition and Scope

Understanding unusual activities in a video scere ¢challenging scientific problem.
Some unusual activities are specified in previoestisn. In this dissertation we
define two unusual activities, first is abandonieel hag by a person and second one is
carried the bag by a person. Only one person @ved in the unusual activity in our
scenario and we take static background in the autddeos. We use OpenCV library

in C++ language on the Linux platform.

This dissertation presents a video surveillanceéegysn which analysis is done on
offline videos. The approach used in this work ubese components, viz., detecting
moving objects, tracking those objects, and themallif to detect the unusual
activities. We should note that this is not reaidianalysis and only offline videos
can be analyzed using this system. In the systatntl are going to present, adaptive
background subtraction models are used for thectieteof moving objects [13]. In
background subtraction, each pixel comprises a $ausmixture and an online
approximation is used for further updating the nioBased on the variance and mean
of each of the Gaussian in the mixture, the Ganssiahich correspond to
background are determined [12]. On observing, tkelpwhose values do not match
the background distributions are considered aggfotend until there is a Gaussian
that concludes them with consistent and sufficiemtdence supporting them as
comprising background pixels [14his background method consists of two significant
parameters, which is the learning constant apdwhich denotes the proportion of data
that should be maintained for the background [B6foreground weight parameter is
added for each single Gaussian model, and thigrdes is used with background

weight parameter to construct the energy func##forelatively stationary background
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is assumed and adaptive threshold for each pixetesl assuming that noise at each

pixel is time varying [1].

After segmentation pixels of the moving object frime static background scene, the
tracking algorithm is used to track the detected/in objects in successive video
frames with the correspondence based matching sehemdso handles the occlusion
cases in which some object might be occluded byesother object [16]. It uses 2-
Dimensional object features such as centroid ofdhject, its size and position to
match corresponding objects frame by frame. Theking algorithm of the object
does not distinguish between objects that meamltdeithm deals equally with both
person and nonperson, like a human or bag [1]. Stagonary object detection is

performed by recognizing the trajectory of eaclbtdad analyzing it.

The final stage of this system is the detectiorthef unusual activity which is the
abandoning of bag or carrying of it. The processt earches for the abandoned or
carried bag objects, measuring the likelihood nal fihe bag [5, 40]. Finally, once the
bag and person has been detected, it checks fourthsual activity. The activity

recognition algorithm incorporated here is Baye$tamework analysis [6].

1.3 Motivation

Our motivation is to present a surveillance systeith detection of moving object,
tracking, and activity detection capabilities. Thigrveillance system will be helpful
in surveillance as well as other areas as has besmtioned in the introduction
section. So it will be a great help for the peapl® now have to analyze all the video
frames for surveillance. They will now just haveréport the suspicious events as and
when they are identified through this system. Thly ¢hing we should notice is that
this system works on pre-stored offline videos &snaot able to analyze video frames
feeded to it in real-time. So removing this constraan be one of the future step of

this work.

Delhi Technological University, Delhi 5



Detection of Suspicious Activity in Video Surveillance

1.4 Organization of the Thesis

The organization of the rest of this thesis isal®ws. In chapter 2, we present a brief
literature survey in background subtraction, tragkand detection of unusual activity
for video surveillance applications. We explore ouethods for moving object
detection with background subtraction, object thagkand the unusual activity
detection in chapter 3. Experimental results amdrsary are supplemented in chapter
4. Conclusion and future work are discussed in trdp and references are given in

chapter 6.

1.5 Summary

In this introductory chapter, we have discussedtwiteo surveillance system is and
why we need it. We also discussed why the automadedoach of surveillance is at

par with the manual analysis of videos for the sgmgose. We then discussed a
broad outline of our approach and the various corepts that are part of this

approach. Then we elaborated on the scope of thrik &and the various constraints on
this system. We also mention the motivation forsping this dissertation and also the
various application areas where this work findsralaunt use. The organization of this

dissertation is discussed in the end.
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Chapter 2

Literature Review

A number of literature surveys have been done abbjgct detection, classification,
tracking and activity analysis in the video suragite. We present the survey, which
deals only those works that are related to the saamtext as our thesis study.
However, for comprehensive study about computeionjswe also present brief
information about some techniques and approachéshvere used in similar tasks

that are not used in our study.

A generic video surveillance framework is showrFig. 2.1 [8, 19, 21]. Although,
some process steps demand exchange of informatitn seame other steps, this

framework causes a good structure for the discnssio

Video

k J
Foreground Object Object Event
Object Detection " Tracking 7| Classification "1 Detection

Figure 2.1: Generic Video Surveillance Framework

2.1 Background Subtraction

An application has different needs that are relébeddeo processing, thus requiring
different approaches. However moving objects aesgmt in every application. Thus,
detecting the moving regions, such as vehiclesuple, is the first basic step of
every computer vision system. Moving objects are fibcus of attention and their
analysis is required in subsequent steps [11]. fdliable process for detecting

moving objects is difficult due to sudden illumiiwet, repetitive motions, cluttering
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and occlusion [14]. Temporal differencing, opti¢iaw, and statistical methods are
the frequently used techniques for foreground bemkyd segmentation [23]. We
elaborate on these techniques below.

2.1.1 Temporal Differencing

Temporal differencing uses the difference of piteebixel in consecutive frames in
order to detect the moving object region [23]. Thethod is highly sensitive to
dynamic scene changes. It generally fails to detltc¢he pixels relevant to an object
in dynamic conditions [1]. This method also failsdetecting the stopped objects in a
scene. A two frame differencing approach is disedss [15] where pixels at a

location are marked as foreground pixels if equefibl) is satisfied.

1L (%, y) = Liea (6, 20| > ¢ (2.1)

Where( is the predefined thresholkdthe current image arig, is the previous image.
If the difference of pixels is above the thresheddlie then those pixels are classified
as foreground. Three frame differencing techniqoas be used to overcome the

shortcoming of two frame differencing [12].

2.1.2 Optical Flow

Optical flow methods use the flow vectors of movaebhw objects over time to detect
moving object in a frame [7]. In optical flow mostethods assume that color or
intensity of a pixel is invariant along the disgatent from one frame to another [11].
Optical flow provides a description of both the nmayvregions and the velocity of
moving object. Computation of optical flow is corepldue to noise and illumination
changes and cannot be used without using spedatasdware for real time system
[23].

2.1.3 Statistical Methods

Statistical methods are more advanced methodwutigathe statistical characteristics
of individual pixels to overcome the shortcomingsbasic methods of background
subtraction [7]. These statistical methods keepdymdmically update the statistics of

pixels, which belong to background scene. Thesdiesi of each pixel is compared to
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statistics of the background model and the pixbdt are different to background
model are subsequently identified. In case of ilhation changes, shadows and in

scenes that contain noise, this approach is mbable [23].

In statistical background method, each pigelmodeled with its minimuni,)
and maximum Nl,) intensity values and observe maximum intensiffetence (D)
between any consecutive frames during initial trejrtime where frame contains no
moving objects [22]. In the current frame a pixelidentified as foreground if it
satisfies the equation (2.2).

|Mm(x»3’) - Ik(x’Y)l > D(x,y)
or 2.2)

|Mm(x»)’) - Ik(x')/)l > D(.'X',_Y)

After detecting the foreground pixels, some postpssing morphological operations
such as dilation, erosion, and closing are useenttance the detected regions and
reduce the effects of noise. Also, connected compbrabeling is applied to
eliminate the small-sized regions [12]. The stafisbf the background pixels are
updated with new image data which do not belonthéomoving regions of current

image.

An adaptive background mixture model for backgrowubtraction is another
example of statistical methods that was discussgd3]. In their description, each
pixel is separately modeled by a Gaussian mixtuhichv are updated online by
incoming pixel data. In order to detect a foregion background pixel, evaluate the
Gaussian distributions of mixture model for thatgbi[13]. We describe this model in

detail as we used it in our system.

2.1.4 Shadow and Light Change Detection

The above algorithms for background subtraction endeen used for video
surveillance and perform well in indoor and outdenvironments. However, most of
these algorithms are suspicious to both globamihation changes like sun being
covered by clouds and local like shadows and hipkdi [15]. Motion detection
methods fail as they consider shadows as foregrannfdreground segmentation
causing higher levels such as object tracking tdopa inaccurately [14]. In the
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literature, the proposed methods use either chioityabr stereo information to
remove shadows and handle with sudden light chad&és

A motion detection and shadow detection methodgsugsed in [15]. In this paper
every pixel is classified by the color model thacdminates brightness from the
chromaticity component. Distortion of brightnessl amromatic information between
the background and current image pixels is usedassify the pixel into different
categories (e.g. background, shadow, moving foregtoobject and highlighted
background). T. Horprasert et al. in [37] descriltlee approach that uses gradient
information and chromatic information to handleddas. They used the observation
that an area that comes into shadow gives resudiis Have significant changes in

intensity rather than much change in chromaticity.

Two heuristics are used in literature for shadovecten scheme:

(&) Change in reduction rate of intensity reduce®ahly between neighboring
pixels,

(b) Intensity values of shadow region pixels are@apared to the background pixels
[12].

2.2 Object Tracking

Tracking is a difficult and significant problem thaomes into interest among
researchers of computer vision. The objective @icking is to establish the
correspondence of objects in the consecutive fraohesdeo [24]. Tracking is the
significant task for most of the video surveillargystems since it provides cohesive
temporal information about moving regions which ased to enhance lower level
processing results such as motion segmentatioraodused to enable higher level

data processing such as activity recognition [16].

In congested situations tracking has been a diffimocess to apply due to inaccurate
objects segmentation. Occlusion of objects, shadand stationary items in the scene
are the common problems for erroneous segmentaftmns, coping with occlusions
and dealing with shadows at motion detection isartgnt for robust tracking at
segmentation level and tracking level [18].
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Object tracking in video scene can be categorizebrding to the applications

requirements. There are two common approachesdckihg object as a whole [17],

one is based on position prediction or motion estiom and the other one uses
correspondence matching [21]. The methods thak titee human body parts employ
model based approach to locate and track the bady.p

Number of views is also considered in trackingrehare single-view and multiple-
view tracking [24]. Tracking can also be groupedoading to criteria such as
dimension of tracking space, tracking environmetite sensor’'s multiplicity
(monocular vs. stereo), and the camera’s state ifrgoxs. stationary), etc. Different

tracking methods are summarized as follows.

2.2.1 Model-Based Tracking

The geometric structure of human can be detectedtiak figure, 2-Dimention

contour or volumetric model [11]. We describe eatthese in detail below.
2.2.1.1 Stick Figure

Human motion is represented by the movements olirtites, torso, and head, so the
stick-figure representation uses the human body)@sombination of line segments
that are linked by joints [23]. The stick figure amalyzed in various ways, e.g.,

distance transforms or by means of median axisfioam.

The motion of joints provides the way to estimatel aecognize the whole figure.
Meghna Singh et al. [36] represented structure whdn body in the silhouette
through a stick figure, which articulates ten stigkith six joints. In addition, angle
constraints and prediction of each joint were adttededuce the complexity of
matching process. This kind of representation eftthman body is also used by Feng
Niu et al [9] to build a hierarchical model of human motiarsing Hidden Markov

Models which recognizes view-independent trackingnonocular video sequences.
2.2.1.2 2-D Contour

This type of human body representation is diretlgvant to the projection of human
body in the image plane. In such representatiormam body segments are

correspondent to 2-D ribbons [21].
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A cardboard people model has been proposed in [b7this method, a set of
connected planar patches limbs of human body. Hnanpeterized object motion of

these patches was used for the analysis of artécutaotion of the human limbs.

In Nizar Zarka et al. [18] work, the subject’s aud was figured as the edge regions
represented by 2-D ribbons and these were U-shafdgd segments. It is easy to
extract a silhouette or contour from the image. é&kblBodor et.al [19] used the
spatial-temporal pattern based upon 2-D contouesgmtation in XYT space to track
and analyze the walking figures. They first recagdi the characteristic pattern
represented by the lower limbs of a human whilekimgl and then located the
projection of head movements in the spatio-tempdoahain, followed by the other

joint trajectories [19].
2.2.1.3 Volumetric Models

2-D models have some disadvantages because esitgction to the angle of camera.
So many researchers are trying to find the geomstructure of human in more

details with the help of 3-D models such as spheiléptical cylinders, and cones, etc
[16]. 3-D volumetric models are more complex, theguire more parameters in order
to expect the better results and during the magchinocess 3-D models lead to more

expensive computation [18].

Tao Gao et al. [21] used the correspondence bet®derbody model of elliptical
cones and real image sequence. Based on iterasilmal filtering, the information
of both edge and region is used to determine thentations to the camera and
degrees of freedom of joints [11]. Kalman filteraistate estimation model based on
Gaussian distribution. It is restricted to condisowhere probability distribution of
state parameters is unimodal. It is inadequate @aling with multi-modal
distributions in the presence of cluttered backgdyuocclusion, resembling the

tracked objects, etc.

2.2.2 Region-Based Tracking

In region-based tracking the approach is to idgm@titonnected object moving region.
Today it is being used widely. This approach expgdhe use of blob features to track

the human [4]. In this approach, a human body issiciered as a combination of
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blobs describing various body parts such as lirtdrsp, and head. Then both human
body and background image are modeled with Gaushsnbutions. Javier Varona
et al [3] proposed a background subtraction method thanhbined gradient
information and color to effectively handle shadowssegmentation of a moving
object. Then tracking process is performed at wari@bstraction levels: regions, and

people, etc. Each region has a bounding box thmberge and split.

The region-based tracking method runs reasonablly M@wever, in some situations
difficulties arise. In the case of shadows, it m@gult in merging with blobs
associated with people [4]. Shadows may be remavtdthe help of the fact that
pixels of shadow regions tend to have a lessenextetexture. Congested situations
is the another problem for video tracking [18, 1Bgople, under these conditions,
partially occlude each another instead of beingusgpd from each other. So task of
segmenting an individual human becomes difficulie Tsolution to this problem

requires multiple camera tracking system.

2.2.3 Active Contour Based Tracking

Active contour models based tracking directly estisahe shape of objects. The idea
is to represent the bounding contour of the objacid dynamically update it over
time. Liang Wang et al. [22] discussed a variation framewfor detecting and
tracking moving objects in a video. In a statidtitamework, the observed frame
difference density function was estimated usingigture model and it was used to
produce the initial motion detection boundary. Tldetection and tracking problems
were recognized in a common framework that app#iadactive contour objective
function [21]. Complex curves could be detected #&adked using the level set
formulation scheme, while topological changes feoléng curves were naturally
dealt.

The advantage in the region-based tracking appragmad¢b have an active contour
based representation to reduce the computatiomaplexity but it needs a good
initial fit [7, 22]. In the presence of partial dasion one could keep tracking if
somehow one could initialize an individual contdor each moving object region.

But it is quite difficult to initialize, especially the case of complex objects.
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2.2.4 Feature-Based Tracking

In feature-based tracking, distinguishable poimntdirees on the objects are used as
sub-features to realize the tracking task. The maidpe is that some of the sub-
features of tracked object remain visible everhm ¢ase of partial occlusion. Feature
extraction and feature matching are included indteabased tracking approach [22].
It is easier to extract the low-level features sashpoints but higher-level features
such as blobs and lines are relatively difficultrexck. So, there is usually a trade-off

between tracking efficiency and feature complexity.

Jiang Dan and Yu Yuan used the point-feature trackn their work [38]. They
selected the center of mass as feature point efsop for tracking, who was bounded
by a rectangular box. Even if occlusion happenetivéden two objects during
tracking, as long as velocity of center of masdatte estimated effectively, tracking

was successful.

The use of multiple cameras is one of the trackaspects and has been actively
researched. Multi camera tracking is very usefulifoproving results by reducing
handling occlusions, ambiguity, etc. A multivari&aussian model uses to match the
human objects in consecutive frames taken by casradraarious locations, and also
discusses the automatic switching between neighpocameras [6]. For multiple
cameras based tracking systems, one need to debida camera is being used at
which time instant. For a successful multi-camdrasking system, it is a crucial

problem how to handle the selection and data fuseween cameras [22].

2.3 Activity Recognition

After successfully tracking the moving objects frome frame to another in a video,
the problem of recognizing an event from image saqas follows naturally. Activity
recognition involves action recognition and dedaip [7]. Activity recognition can
guide the development of many human motion analggsems. It is the most

important area of future research in motion analysi

Activity recognition is to analyze the human motipatterns, and give high level

description of actions. It may be viewed as classiion problem of time varying

Delhi Technological University, Delhi 14



Detection of Suspicious Activity in Video Surveillance

data, i.e., matching an unknown sequence with dabekference sequences to
represent an event [32, 41]. The basic problenciity detection is how to learn the
reference action sequences, and how to effectirggrpret events. The activity
recognition algorithm assumes that the shape df g of object is known [5]. The
basic types of objects include human, vehicle ardexd objects. This information is
either provided by the detection or tracking methodspecified by system users [1].

All these are the hard problems and have receiitedtan from researchers.

2.3.1 Dynamic Time Warping

In Dynamic time warping technique, a non-linear puag function is computed that
aligns two variable length time sequences [22].fihds the similarity between two

time series the warping function can be used. DBWhe template based dynamic
programming matching technique, used widely foresperecognition. It has the

benefit of conceptual simplicity, and used in thattgrns matching of human
movement. But this approach uses the techniquets afea specific to a certain

application domain. So applying these techniquesth®r areas raises difficulties
[11].

2.3.2 Finite State Machines

Finite State Machines (FSM) [1], or Finite Statetéwmata, is formalism useful for
representing the temporal aspects of video evéngate transition diagram is used
with start and accepts states for recognition otcesses. Finite State Machines are
deterministic models and produce computationalfjcieht solution to analyze the
occurrences of an event. The FSM model analyzesdheential aspects of video

events, and it is a simple model that learns fn@ming data [24].

In FSMs model, the single-thread events are forimg@ sequence of states. FSM
event models are utilized in event domains andudelaerial surveillance, hand
gestures [11], and single actor behavior. The imteability of FSM formalism is to
capture sequences that allow it to be related witferent abstractions including
object-based abstraction and pixel-based [24]. F&Msan important tool in event
understanding because of their easiness, pedagudyalkility to model temporal
sequence. Extensions of FSM have been proposedafoturing the hierarchical
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properties of video event [23]. The probabilitiesoi the FSM framework have been
introduced to address the uncertainty in video tsvdh should be noted that in the
area of the event understanding the terms “proiséibilFSMs” and “HMMs” are

interchangeably used. The main distinction is tHMMs assume a hidden state

variable while FSMs assume a fully observable §&te

2.3.3 Bayesian Networks

In order to deal with uncertainty of observatiomsl aecognition of video events,
Bayesian Networks event models have been propasetilize the probability as a
mechanism for dealing with uncertainty [5, 36]. Bayn Networks (BN) (also
known as independence diagrams, Bayesian Beliefvanks, or probabilistic
networks) are a class of directed acyclic graphetsodNodes in Bayesian Networks
indicate the random variables which may be contisu(escribed by parametric
distribution) or discrete (finite set of statesP]2Structure of the graph is used to
represent the conditional independence betweere thasables. The structure of
Bayesian Networks allows use of the joint probapibver all variables with few

parameters, and using the notion of conditiona¢jpehdence [3].

The joint probability causes known values to bedulg any node in the Bayesian
Network. Often Bayesian network event models represhe event as a hidden or
unknown variable and the observations as knownabbes [5]. The parameters
(conditional and prior probabilities) and structuigodes and arcs) of Bayesian
Network are used to represent the distributionridnown variables given the values

of known variables [36].

Bayesian Networks do not have an inherent capaidty classifying temporal
composition of the video events. Choosing abswacichemes and single frame
classification are the solutions to this probleray@&sian Networks have been used to
recognize events such as indoor surveillance andlarveillance. More complex
Bayesian Networks have been used to recognize ®weih as American football
plays and parking lot surveillance [33].

Bayesian network is a graphical model that handésnplex conditional

dependencies on the set of random variables thatnawdeled as conditional
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probability densities [11]. Bayesian network hasoddeen used to recognize activities
using the contextual information of the involvedealts. Bayesian networks are more
general than HMMs by considering conditional demamies between random
variables; the temporal model is used as Markowiahe case of HMMs [30].

2.3.4 Hidden Markov Model

Hidden Markov Models are a class of directed gnayoldlels extended to the temporal
evolution of the state. One variable representshidden state and other variable
represents the observation state with a single sie [10]. Evolution of the process
is estimated by time slices described by the modet time. This structure represents
a model where observations are dependant only merdustate and current state is
only dependent on the state at the previous tie slg. Markov assumption [30].

HMMs have two stages, one is training and the ohefassification. In the training

stage, number of states of HMM must be specified aorresponding states
transformation and outcome probabilities shouldptmized in order to generate the
symbols that correspond to the observed imagergsatin the classification stage, the
probability to generate the test symbol sequenca pwrticular HMM is computed,

that is, corresponding to the observed image feat[®]. HMMs are better than DTW
in processing unsegmented data, and thereforensxéty applied to the matching of

motion patterns.

A number of works in literature using this approacé in the event domains of single
person actions (e.g. “jumping ", " walking ", ef@2], sign language and gesture
recognition, and tennis stroke recognition. Thenéveecognized by this approach are
generally of few seconds in length. These appraacte generally dependant on
acceptable segmentation of the video sequencesewgat clips. That is, before
classifying the event into a given video sequercelip is given that is known to

contain an event (only one event).

2.3.5 Conditional Random Fields

One drawback of HMMs in particular, is their depence on availability of a prior
observation and this prior observation is not akvdyown so it is frequently
estimated using assumptions that will need efficomputation, such as dependence
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or independence between the observations, giverstdite [11]. This is often an
invalid assumption in the domain of video eventke Tconditional distribution is
modeled effectively in a discriminative statisticklbhmework and there is no

requirement for such restrictive assumptions.

Conditional Random Fields are undirected graphioabels, which generalize the
HMM by putting the feature functions corresponditmgthe global observation in
place of the transition probabilities [23]. Thesadtions may be arbitrarily set in any
number. Existing known problems for HMMs of obseiwa and evaluation can be
extended to CRFs. CRF parameters can be learned wsinvex optimization

methods (e.g. conjugate gradient descent).

In event modeling, for similar event recognitioska CRFs have been shown better
performance than HMMs. This has the ability to dwaarbitrarily dependent
abstraction scheme. Furthermore, in CRFs, unlikdHMMs, abstraction features
based selections are not only limited to the carobservation but also consider other
combinations of past and future observations [XARF models have a major
disadvantage of their parameter learning time imgarison to HMMs. CRFs are
recently popular event models that can straightéodvapply to those cases where
HMMs had been applied before and CRFs achieve rbettent recognition results.
The tradeoff in this approach is a significantlpder training time [12].

2.4 Summary

In this chapter, the literature work in backgrowubtraction, object tracking, and
activity recognition has been discussed. Regardiagkground subtraction, we
discussed about the frequently used techniquespderal differencing, optical flow,
and statistical methods. In tracking, we discussedel based tracking, region based
tracking, active contour based tracking and featbesed tracking. Finally we end the
chapter with activity recognition, where we dis@agslynamic time wrapping, finite
state machines, Bayesian networks, Hidden MarkodeéMoand conditional random
fields.
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Chapter 3

Proposed Approach

The overview of object detection, object featurafraetion, tracking and activity

detection system is shown in figure 3.1. The prepoapproach of whole system
makes use of the observation discussed in [23,41$ system is able to distinguish
moving and stopped foreground objects from statckbround scene, track the
objects and detect the unusual activity. In thigptlr we describe the computational

models applied in this system to achieve the geagsified above.

The computational complexity and the constant factof the algorithms are
important for video surveillance system. The sel@ctlgorithms for various problems
in computer vision are affected by computational time performance and their
quality. Furthermore, our system uses the statjooamera. We initialize the system
by giving the video imagery from a static cameraerehsurveillance is provided.

Methods are able to work on color video imagery.

The first step is to separate foreground objectsfstationary background. We use an
adaptive background subtraction method and postegsing methods to make a
foreground pixel representation at every frame.tiié® do the grouping of connected
regions in the foreground pixel map and objectuesst such as bounding box and
center of mass are calculated [35].

Tracking is next step after background subtracthomobject level tracking algorithm
is used in our video surveillance system. We dwoattk the object parts such as limbs

of human, but track the object as a whole from gamframe [24].

Final step is the unusual activity (abandoned/edrobject such as bag) detection.
This system uses a single camera view and unustiity is detected using the

background subtraction and object tracking result.
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3.1 Background Subtraction

Detecting foreground objects from stationary baokgd scene is both a difficult and
significant research problem. The first step isd&ect the foreground objects for
almost all the visual surveillance systems. It @gaa focus of attention for later
processing steps such as tracking and activityctete and reduces computational

time since only pixels need to be dealt that belongreground objects [26].

Dynamic scene changes such as light reflectancagosts, sudden illumination
variations, and camera noise make reliable objettation difficult. Hence, object
detection step need necessary attention to makestobast, and reliable visual

surveillance system.

Initialization Update
Image Acguisition
Background Image ¥
Current Image Background Model
F 3
¥ L J
Background Subtraction
Update
Foreground poxel map
b
Pixel-level Post Processing
Enhanced Foreground pixel map
¥ +
Object Tacking Object Features Extraction
Object’s track Object with features
label

L L

Activity Detection
(carried’abandoned bag)

Figure 3.1: System Block Diagram [23, 41]

Our method depends on a three stage process tceidreground objects from the

video imagery [29]. The first step is to initializee background scene. There are
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various techniques in the literature that are usechodel the background scene. In
order to evaluate the quality and compare run-tipggformance of different
background scene models for object detection, wepewmed temporal differencing,
OpenCV Gaussian mixture model and our Gaussianungixnodel. The foreground
detection related parts of the system is companeldoar Gaussian mixture model is

combined with other modules to let the whole dédecsystem work flexibly.

Next step in the Background subtraction methodisigdate the foreground object
pixels by using the background model and curreagenfrom the video [27, 30]. This
process depends on the background model in usesaatit to update the background
model to obviate to dynamic scene changes. Theteetdoreground pixel contains
noise due to environmental effects or camera ndigeremove the noise in the

foreground pixels perform the pixel-level post-prssing operations.

Once we get the foreground pixels, connected coepaaigorithm is used to find the

connected regions and objects bounding rectangkesalculated in the next step.
Due to defects in foreground segmentation prodessabeled regions may be disjoint
[33]. Hence, it is experimentally required to bdeefive to merge those isolated
regions. Also, due to environmental noise sometively small regions are

eliminated in the pixel-level post-processing st&pea and the center of mass of the
regions corresponding to objects are the extraghbgelct features from current video

image by using the foreground pixel map.

We use a combination of background subtraction m@ael pixel level post-
processing methods to create a foreground pixélilclision map and extract object
features in every video frame. Initialization angbate are the two distinct stages of
background models process [28]. In following sediothe initialization and update
mechanisms of foreground region detection methedsdascribed which are tested
on our system. The comparison of computational titme- and qualities of these

models for detecting foreground objects are giveseiction.

3.1.1 Adaptive Gaussian Mixture Model

Gaussian mixture model can robustly deal with syowloving objects, lighting

changes, clutter, and removing or introducing disjélom the scene. The previous
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model was unimodal background model that could hastdle light change, image
acquisition noise, and multiple surfaces noisénatsame time. But Gaussian mixture
model uses the mixture of probability distributibm represent each pixel in the
model. GMM has these promising features, so weamphted and integrated GMM

model in our visual surveillance system [26].

The basic idea is to define a detected region agdent the pixels of interest. It is
necessary that color attribute of each pixel is etedl through an adaptive mixture of
Gaussian distributions of an image sequence [3#f]eRch new captured observation,
the mixture of Gaussian distribution model is updaand reduces the influence of
past observations and allowing the model adaptatimmesponding to a gradual
variation of illumination. The Gaussian distributeo model represents both
foreground and background. It is necessary to desdhe distribution of pixels

subset to represent the background model. At ebshreation, the subset definition
updates according to the associated mean and weaifjhevery distribution

representing the frequency that distribution bettedeled the pixel.

In GMM the values on observing each pixelg.vectors for color values and scalars
for gray values) over time is modeled as a pixekcpdure and the recent history of
individual pixel {Xi, . . . ,X{} comprises the mixture df Gaussian distributions [31].
The probability of finding the current backgrountkgd value is computed using
equation (3.1) [12].

P(Xj,tlxj,l' ""Xj.t—l) = Z;{=1 wWj¢ X n(Xj,t'ﬁj,tij,t) (3.1)

WhereK is the number of Gaussian distributies; is an estimation of the weight of
the j; Gaussian of the mixture at timg;: is the mean value and;; is the
corresponding covariance matrix amds a Gaussian probability density function that
is computed in equation (3.2) given in [13].
n()_() [j Y. ) = ;e_%(X,j,t_ﬁj,t)’rzj,t_l()?j,t_ﬁj,t) (3.2)
0 )0 <t Znn/2|2j,t|1/2 .
Where n is the n-dimensional from vectﬂrj,t. In this case, n = 3 because we adopt

RGB color space an& depends on computational power and available memory

normally range is 3-5 [13].
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Color is an important factor to describe objects.okder to find the probability
distribution of color characteristics, we assumdfedent color channels are
independent from each other [11], so variation masr defined as in equation (3.3)
[13, 15].

(Uj?t)R 0 0
5. = 0 (&) 0 (3.3)
0 0 (Uj?t)B

Where 67)%, (o7)®and ¢%)® are the RGB channel variances.

Every time when a new pixed; is observed it is checked against the alreadytiegis

K distributions. A match is defined as in equatiod [15].

X% — uf| < 25% o (3.4)

Wherex denotes R and B, respectively. If a match is fotordsome distribution,
then eq. 6 is updated. If no distribution is matthenong the existing distributions
then replace the least probability distribution hwthe new distribution using the
mean, weight and variance of the current pXel the initial high variance and low
weight, respectively [42]. The least probable disition is finding out by the lowest
W/5 value. The prior weights o distributions at timet, wy; are updated as the

equation 3.5 given in [28].
W = (1 — Qg + a(Sky) (3.5)

Wherea is the learning rate having the values betweenand speed at which

distribution parameters change depends on timetamnﬂs’a.

Sk 1s 1 if match is found and O for the remainingues. ji;,_, anda;,_, are

parameters for unmatched distributions that contdie same value and the
parameters that match the new distribution are tepidasing equation 3.6 — 3.10

given in [26].
ﬁj,t =(1- P)ﬁj,t—1 + p Xt (3.6)

sz,tR =1-p) O-jz,tlil + P(Rj,t - ﬂﬁt—ﬂz (3.7)
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sz,tG =1-p) sz,t€1 + p(Gj — Hﬁt—ﬂz (3.8)
sz,tR =1-p O—jz,tﬁl + p(Rj; — #ﬁt—l)z (3.9)
p=ax X1 0-1) (3.10)

Where, parameteris the second learning rate.

The Gaussian parameters must be adjusted whench mdbund within the existent
K Gaussian distributions [36]. The weights) (of all Gaussian distributions must be
adjusted and the standard deviatiohdnd the meanuj are updated for the matched
Gaussians, while unmatched Gaussians remain sabje [bdate the weights,
deviations and means using the equations (3.68.@) @ndp is calculated using

equation (3.10).

After every updating operation, the distribution are ordered by the value ®f,,
and the most likely background distribution is ajg@n the top of th& distribution
then chose the firR distribution as the real background using equafonl).

R = arg,min (Z;_,w, > T) (3.11)

Where threshold is the minimum fraction of background model orsitdefined as
the minimum prior probability of background to Ipetihe image scene [3].

In order to get the faster adaptation of mean hadrariance value, we just cut off the
n component from the definition. The purpose of updating the parametetsme is
thato will have a larger value than the proposed valaesany literatures [26]. If any
object moves suddenly than it will be detected gidormer learning rate while with
the largeros value the true background will get the dominardcpl To make the

background subtraction more efficient cut off thealue that save the time and space
[13]. Then there is no requirement to store thewal()?j,t,/ij,t, Z; ). Record theK
distributions by the value, instead of?/, thus the computational load will be
less. After this reduction the parameters that rhestomputed and stored are mean
value vectou = (uR, u¢, u?) and variance vector = (o®, 0% %) and weightw,

of each model [12]. But three additional parameperg ©/,; must be calculated and

stored in original GMM. Therefore, computationahdowill be higher in original
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GMM. Thus performance of our method is more effitithan original GMM. Figure
3.2(a) shows the video image and background sulmnacesult is shown in figure
3.2(b).

(a) (b)
Figure 3.2: Results of Background Subtraction

(@) Video Image (b) Image after Background Subtraction

3.1.2 Temporal Differencing

Temporal differencing makes use of the differentéhe pixel to pixel between two
or three consecutive frames in a video to extraoting regions. It is an extremely
sensitive method to dynamic scene changes. Ittfagxtract all the relevant pixels of
the foreground objects especially when the objeatan slowly or has the uniform
texture [14]. When any foreground object stops mgvin video scene, temporal
differencing method fails to detect the change betwconsecutive frames and loose
the stopped object. Then it required special supmorlgorithms to detect stopped

objects.

We preset a two consecutive frame temporal difi@renmethod. Lel,(k) represents
the intensity value of gray level at pixel positilhand at time instance of video
frame sequenclewhich is in the range [0, 255]. In a two frame paral differencing

method, a moving pixel satisfies the equation (Bdien in [29].

(k) = Lia ()| > 7 () (3.12)

Where, t,, is the pre-defined threshold. Hence, if any objea$ uniform colored

regions then equation 3.14 fails to detect somelpikside the region even if the

Delhi Technological University, Delhi 25



Detection of Suspicious Activity in Video Surveillance

object moves in the video [41]. The per pixel thiad, is initially set to a pre defined

value and later updated as equation (3.13).

at, + (1— a)( x |l,(k) — l,_1(k)]), k€BG

Tpe1 (k) = {Tn(k), ¢ e pe (313)

Where a, § € [0.0,1.0] are the learning constants which determine theuamof
information that is put to the background and thoés from the incoming image. If
background pixels are considered as time serigslihekground image is a weighted
temporal average of incoming image sequences ardhbld image is considered as
a weighted temporal average dtimes the difference of incoming image sequences
and the background [6].

3.1.3 Pixel Level Post Processing

The output of foreground detection algorithms weplaixed in background
subtraction techniques generally contains noisethekfore it is not appropriate for
further processing without post processing openation foreground detection there

are several factors that cause the noise suclOgs [2

Camera noise:This noise is caused by the image acquisition carapts of camera.
The intensity of an edge pixel between two différeolored objects may be
corresponding to one object’s color in one frame&idéo and in the next frame to the

other’s color [37].

Reflectance noiseWhen some parts in the background scene refleclight then
foreground detection algorithm detect reflectareéoaeground regions and it fails to
detect the actual foreground object [15].

Shadow noise Most of the foreground detection algorithms detebadow as
foreground that cast on objects. It makes the dhguor fails to detect actual

foreground object accurately [20].

3.1.3.1 Shadow Elimination and Noise Removal

Shadow detection as a foreground object createfsigion for next analysis phase. It

is necessary to distinguish between objects andt #f@dows. The RGB colors
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vectors of the pixel in shadow region have the sdimeztion with a little deviation to
the same color vector of corresponding backgrouxelgpand the brightness value of
the shadow pixel is less than the brightness ofctireesponding background pixels
[5]. In order to define this, ldik represent the RGB colors of current image pixel at

position, and represent the colors of correspondagkground pixel. Furthermore, let
T« represent the vector that starts at origif,0,0) and end at poiti, let I§k is the
vector for the corresponding background pigelnd letdy represent the dot product
(.) betweerly and ék. Figure 2 shows these points and vectors in R@&respace.

This approach of shadow removal makes use of teerghtion discussed in [13, 37].
This shadow detection scheme classifies a pixethaglow that is the part of the
detected foreground if it satisfies the conditi@pecified in equations (3.14) and
(3.15) given in [37].

= Ik, B
(e = T ||ék||) <7 (3.14)
I7ell < 1Bl (3.15)
B
FY Ek

R

Figure 3.3: RGB vectors of current image pidgland corresponding background

pixel, B,,.

Wheret is a predefined threshold that is close to 1. praduct is used to check
whether [, and B,. have same direction or not and if the dot prodgg} of
normalizedl, andB, is close to 1, this implies that both vectorsiareame direction

with little amount of deviation [28].
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In order to remove noise, morphological operatiditetion and erosion are applied to
the foreground pixel map. Our aim is to apply theperations to remove noisy
foreground pixels, which do not correspond to dctioaeground region and to
remove the noisy background pixels inside or néar dctual foreground region.
Erosion removes one unit thick boundary pixels fiomeground regions and dilation
is the reverse of erosion that expands the bousslaf foreground region with one
unit thick pixels [9]. The difficulty in applyinghtese morphological operations is to
decide the amount and order of these operatiores affount these operations affects
the quality and the computational complexity anel dhder affects the quality of noise

removal.

3.1.3.2 Detecting Connected Regions

After detecting foreground objects and applying gust processing operations to
remove shadow and noise, the filtered foregrounxklpi are grouped into the
connected components (blobs) by using a two lesehected component algorithm
[4]. After finding the individual blobs, which caspond to objects, calculate the

bounding box of these regions.

3.1.3.3 Region Level Post-Processing

Some small regions remain as noise due to inaccwhject segmentation after
removing the pixel level noise. To eliminate thipd of noise, the average region size
is calculated in terms of pixels for each framegiBes that have smaller size than the
fraction of average region size are eliminated fittv foreground pixels map [41].
Some objects parts are found as disjointed fronpthmeary body due to segmentation
errors. In order to correct this shortcoming, bangdboxes of regions are merged
together that are close to each other. Figure B@ws the result of shadow

elimination and morphological operation.
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\

¥

Figure3.4: Result of pixel level post processing

3.1.3.4 Extracting Object Features

After segmentation of foreground regions, we extthe features of corresponding
objects from the current image scene. These featane the sizeS) and center of
mass Ce) of the object. In order to estimate the sizehef dbject we just calculate the
number of pixels of foreground contained in the riming box and to calculate the
center of mas€. = (XC, y&) of an objectO, use the equation (3.16) given in [6].

K
_ XiXi

k..
K e = B (3.16)

xCi
k

Wherek is the number of pixels in obje®t

3.2 Object Tracking

The objective of object tracking is to construatarespondence between objects in
consecutive frames. Detection of objects for tnagkin frame by frame is a
significant and difficult problem. It is a cruciglart for video surveillance system
since without tracking the object, the system cowdd extract the cohesive temporal
information about objects and further higher leegkent analysis steps would be
difficult [17, 38]. On the other hand, inaccuraggmentation of foreground objects
due to occlusions, shadow, and reflectance maleking a difficult and active
research problem.
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An object level tracking algorithm is used in oudeo surveillance system. We don’t
track the object parts such as limbs of human,tfack the object as a whole from
frame to frame. In tracking step, the extractednmiation is adequate for most of the
video surveillance applications. Our approach ukesobject features such as center
of mass, size and bounding box that are extracesstablish a matching between
objects in frame to frame [19, 39]. The trackingaaithm detects the object occlusion
and distinguishes object identities and trackirgpathm is able to detect abandoned
and carried objects as well. The first step in obfjeacking algorithm is to match the
objects in previous frame to new objects in theranirframe [24]. We now explain

the correspondence based object matching in detail.

The matching of objects is stored in bi-partitepyr&(l,m). In this graph, vertices
show the objects (one vertex partition depictsprevious object©;’s, and the other
partition depicts the new object§;’'s) and edges depict a match between the two
objects. InG(l,m), | is the size of partition for previous objects, ands the partition
size for new objects. A sample matching graph eawshin figure 3.5 make use of the
observation given in [16]. For each previous obf@gtiterate over a new object and
first check whether a new obje®f in new objects list is close ©; or not [38]. Two
objects are close to each other, which have ceaftenassC; and C; if following

condition specified in equation (3.17) is satisfied

Dist(Ci, C)) <t (3.17)
Previous New
Objects, 0,'s Objects, 0;'s
® )
.
. .
. .

Figure 3.5: Sample object matching graph [16]
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It is not necessary for every two objects that thesuccessful match if they are close
to each other within a threshold. So in next sepriprove correct matching, we
check similarity of two objects. We take size ratfothe objects as the criterion for
similarity comparison [21]. This check is used fhet that objects do not shrink or
grow too much in the consecutive frames. The tweaib could be alike if they
satisfy the equation (3.18).

j—;<u ori—f<u (3.18)
Wherep is a pre-defined threshold afglis size of objecO;. If above two steps are
executed then it would occur to the condition wheergevious object could match to
more than one object. After second step furtheclkchigat the objecD; has already a
match or not [24]. Connect the corresponding vestiy bi-partite grapl(l,m) if
objectO; does not have already a match and continue wikhaigectO;, but if O; has
already a matcl®;, then additional steps are required to resolvectireespondence

conflict.

In order to resolve a matching conflict, the copmalences of objects; andO; are
compared tdD;. In other words, by comparing the corresponderid® @ndO; with
the correspondence @k andO;, we try to find which one o®; or O is the correct
match with the objecO,. The correspondences of objects are compared ibg us
distance between center of mass poinOpfand O; or O . Let ds; be the distance
between center of mass & andQ;, and letds; be the distance between center of
mass ofO; andQ;. The correspondence is concluded in favor ofiik ds;, otherwise
resolution is in favor o0; [38]. Figure 3.6 shows the result of object tragkivith 3

persons in figure 3.6(a) and with 2 persons inrégdL6(b).

(b)

Figure 3.6: Results of Tracking
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3.3 Activity Detection

Terms appearing throughout the literature, sucHaasvity", "behavior”, "action”,
"scenario”, "gesture”, and "event" are used to riescthe same concepts. These
concepts have an ambiguous definition in literatunethis section the aim is to
clarify these terms and propose a specific termigywiwhich we will use to describe
specific work. Activity detection could either ba application in sports, where the
activity could be defined as a goal. It could dsoan application in the surveillance
area like abandoning or carrying of bag or acciddatection through traffic
surveillance video [1, 5]. It could be a genergblagation like detection of fire. The
abandoned or carried object detection process thgesutput of the tracking model
and features extraction as the input for each fraamel determines if they are
abandoned or carried [36,20]. The output of tragkstep contains the number of
objects, their identities and features extractid@p scontains the parameters of
bounding box. To tackle the abandoned or carrieddvablem, the detection process

has the following steps:

Step 1:Identify the object bag item.
Step 2:1dentify the person.

Step 3: Test for unusual activity detection.

Step 1:To identify the bag, we use the result of the tesidbounding boxX) and the

foreground segmentatidfs to form object blob by taking the intersectionavéa in

each framé_(li N F,. The likelihoods defined in equation (3.19) anedquation (3.20)

are such that small and stationary blob is mom\tiko be item of bag [5].

, —1 .
Pr(B" = 1|X1,) o N(S}, tn, On) (3.19)

. —1 .
Pe(B' = 1|X1,) o exp (=Av;) (3.20)

Wherep, is the size likelihoody, is the velocity likelihoodB* = 1 points that blol

is a bags} is the size of blob at timel, u, is the mean bag blob size, is the bag
blob variancey; is the blob velocity and is a hyper-parameter. The long living blob
is more likely to be the abandoned bag or carreggllbcation, frame wise likelihoods

are summed without normalizing by blob lifetime [3The overall likelihood in
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equation (3.21) that a blob is a carried or abaaddmag item combings, andp;
[25].

, —i ; i
p(B = 1|X1,) < Xoir N(SL i, 0) exp (—Av)) (3.21)

The bag likelihood ternp(B! = 1|Yi:l) gives preference to long lasting and small
objects. The person is selected by thresholdindikieéhood using equation (3.22)
given in [25].

p(B = 1[%1,) > Ty (3.22)

A shape templatg™® is constructed from the longest frame segmentvbelolow
thresholdv,, to model what bag looks like when it is statignf84]. Bag existence
likelihood is determined for blob person by extiagtimage features from the binary
image at stationary bag;, and performing an element wise multiplication gsin
equation (3.23) [5, 25].

p(E,=1/B) x L. %q T (c,d) x Li(c,d) (3.23)
WhereE; = 1 indicates that bag exists at titp@ndc andd are pixel indices [5].

Step 2:Separate bounding boxes only result when the pegses away from the bag

or person comes to take the bag, then one of the#@ses can occur:

(1) the original bounding box follows the persom @new box is formed to track the
abandoned bag or carried bag location, or

(2) the original bounding box stays with the abaretbbag or carried bag location,
and a new bounding box is formed and follows thsqe [43].

Thus, to identify the person, check the historytratker when bag first appeared as

determined by existence likelihood of bag. If thaicker goes away and dies while

bag remains stationary, it must be one identifytimg owner. If tracker remains with

the bag, we begin search for nearby births of mawkers. The first nearby birth is

deemed the person. If no nearby birth is foundj theeg has no owner, and no need to

go to further step [36].

Step 3: With the bag and the person detected, and haviegktiowledge of their

location, the last job is straightforward: determanif the bag is abandoned or carried
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[5]. If the distance between the location of thatee of mass of the abandoned object
or carried object and the person is greater thadfvalue and increases continuously

then unusual activity is detected.

3.4 Summary

In this chapter we have discussed how objects easegmented from a video. Two
methods Gaussian mixture models and temporal diffegng have been seen in this
regard. Temporal differencing fails to extracttak relevant pixels of the foreground
objects especially when the object stops movindhas the uniform texture. The
Gaussian mixture model method was dealt in detdd].[ Then the resultant
foreground pixel map was subjected to post prongssperations pixel-level post-
processing and connected component labeling. Thpsetions resulted in the real
final foreground pixel map, from which the featutd® center of mass, perimeter,

and bounding box were extracted [20].

Then a tracking phase which successfully tracksuihele body object in consecutive
frames is discussed. This approach makes usetofésdike center of mass, size and
bounding box. We first associate the objects betwagevious frame and current
frame using center of mass matching method, wherecensidered the distance
between center of mass of objects. To handle tecbbcclusions, histogram based
correspondence matching approach is incorporatedbject association. In this
approach, if objects entered into an occlusion ittentity of objects could be
recognized after a split. The tracking informatmrtained from the tracking module
is then used for further processing by the unuacibity detection phase [24].

In the activity detection phase, we use Bayesidgrémce as the activity modeling.
The abandoned or carried object detection process the output of the tracking
model and foreground segmentation as the inpueémh frame, and determines if
object is abandoned or carried. The output of freglstep contains the number of
objects, their identities and parameters of boumndiox are calculated in features
extraction step. Separate bounding boxes onlytregén the person goes away from

the bag or person comes to take the object. Wélb#y and the person identified, and
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knowledge of their location in a given frame, thwe determine that the bag is

abandoned or carried [5].
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Chapter 4

Experimental Results and Evaluation

The application is implemented in C++ using OpenGhbfary [43] in Linux
environment. OpenCV is an open source {#@f&//opensource.ofgcomputer vision
library available fromhttp://SourceForge.net/projects/opencvlibrarfhe library is
written in C and C++ and runs under Linux, Windawsl Mac OS X.

The architecture of the application is made flexiiol order to load different types of
video clips. All of the tests in the next secti@e performed on Ubuntu 8.10 Linux
operating system on a computer with an Intel PemtM 3.06GHz CPU and 1 GB of
RAM.

If a static object introduced or moving object stdpto the scene then it will be
merged into the background. But we don’t want ibéomerged into the background
because this would cause to lose the object. Sneadontrol method is required for
this application so that foreground doesn’'t meNj& can see that the reason for
merging the object is due to updating mechanisnGbfM. The merging time of
objects can be controlled through the updating rédtyn. An existing time control
factor is added for every single Gaussian Model].[18 we create five single
Gaussians for one pixel and a moving object ispdpnto the scene, then the last
Gaussian will be replaced with new Gaussian mdaetause none of five will be
matched. Then existing time control factor of thisdel set to1 = 0. Because the
object is still in the scene so next time this modél be matched again and
background models are not updated. This tim&g set + 1, and check iff < T, then
don’t perform the update operation unlgss T. Where7 is measured in number of

frames and is user defined threshold [27].

Our activity detection results are more robust egldhble in case of occlusion and
shadow elimination. If the distance between cenfemass of abandoned object or
carried object location and the person is gredtan the fixed value and increases

continuously then unusual activity is detected.
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4.1 Comparison of Background Subtraction Results

4.1.1 Results of GMM qgiven in OpenCV

In figure 4.1(a) a person is walking with bag atsdbackground subtraction result is
shown in figure 4.1(b). In figure 4.1(c) Person radi@ns the bag and goes away from
the bag and in figure 4.1(d) only person is detketad stationary bag is not detected.

(c) (d)
Figure 4.1: Results of GMM given in OpenCV

4.1.2 Results of Background Subtraction and Tracking

In figure 4.2(a) a person is walking with bag arscbiackground subtraction result is
shown in figure 4.2(b). In figure 4.2(c) Personrad@ned the bag and goes away from
the bag and in figure 4.2(d) both person and baglatected.
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(d)
Figure 4.2: Our results of background subtractiod @acking

4.2 Activity Recognition Results

The proposed method is about 1.5 times faster dhigmal Gaussian mixture model
and our activity detection result are more robust geliable in case of occlusion and
shadow elimination. If the distance between cenfemass of abandoned object or
carried object location and the person is gredtan tfixed value and increases
continuously and position of abandoned object ded#schange than unusual activity
is detected.

4.2.1 Results of Abandoned Bag Detection:

Video-1 Results:

In figure 4.3(a) a person is walking and its cqgomsling background subtraction
result is shown in figure 4.3(d). In figure 4.3({@@rson abandoned the bag and its
corresponding background subtraction result is shiomiigure 4.3(e). In figure 4.3(c)

person goes away from the abandoned bag, so unasetigty is detected and its
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background subtraction result (person and bag ahdetected) is shown in figure
4.3(f).

(d) @) ()
Figure 4.3: Video 1 results of abandoned bag detect

Video-2 Results:

In figure 4.4(a) a person is walking and its cqomsling background subtraction
result is shown in figure 4.4(d). In figure 4.4({@rson abandoned the bag and its
corresponding background subtraction result is shiomiigure 4.4(e). In figure 4.4(c)
person goes away from the abandoned bag, so unastrgty is detected and its

background subtraction result (person and bag ahdetected) is shown in figure
4.4(f).
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2
(f)

Figure 4.4: Video 2 results of abandoned bag detect

(€)

Video-3 Results:

In figure 4.5(a) a person is walking and its coorexling background subtraction
result is shown in figure 4.5(d). In figure 4.5(p@rson abandons the bag and its
corresponding background subtraction result is shiovmiigure 4.5(e). In figure 4.5(c)
person goes away from the abandoned bag, so unastmaly is detected and its
background subtraction result (person and bag aghdetected) is shown in figure
4.5(f).

;r--'f'_i'-__igi

(d) _
Figure 4.5: Video 3 results of abandoned bag detect
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4.2.2: Results of Carried object detection:

Video-4 Results:

In figure 4.6(a) a person is walking and its cqorexling background subtraction
result is shown in figure 4.6(d). ). In Figure 4)%(bag is the part of background so it
does not detect in figure 4.6(d) as a foregrounjdaibin figure 4.6(b) person carried
the bag and its corresponding background subtracéisult is shown in figure 4.6(e).
In figure 4.6(c) person goes away from the bag tlona so unusual activity is
detected and its background subtraction resuls@mewith bag and bag location both
are detected) is shown in figure 4.6(f). In figur&(f), bag location is detected as

foreground object which shows that bag has beeonvethfrom its initial location.

(d)

Figure 4.6: Video 4 results of carried bag detectio

Video-5 Results:

In figure 4.7(a) a person is walking and its cqomsling background subtraction
result is shown in figure 4.7(d). In Figure 4.7(aag is the part of background so it
does not detect in figure 4.7(d) as a foregrourjeatbin figure 4.7(b) person is near
to bag and its corresponding background subtracgsalt is shown in figure 4.7(e).

In figure 4.7(c) person carried the bag and goeayaftom the bag location, so
unusual activity is detected and its backgroundragbon result (person with bag and
bag location both are detected) is shown in figuif). In figure 4.7(f), bag location

is detected as foreground object which shows thgt tes been removed from its

initial location.
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ﬂm

()
Figure 4.7: Video 5 results of carried bag detectio

Video-6 Results:
In figure 4.8(a) a person is walking and its coorexling background subtraction
result is shown in figure 4.8(d). In Figure 4.8(agg is the part of background so it
does not detect in figure 4.8(d) as a foregrourjdatbin figure 4.8(b) person is near
to bag and its corresponding background subtracgealt is shown in figure 4.8(e).
In figure 4.8(c) person carried the bag and goeayafsom the bag location, so
unusual activity is detected and its backgroundraghbon result (person with bag and
bag location both are detected) is shown in figuggf). In figure 4.8(f), bag location
is detected as foreground object which shows tlagt s been removed from its

initial location.

Figure 4.8: Video 6 results of carried bag detectio
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Table-4.1 explicitly demonstrates the advantageroposed method over surveillance

system using GMM given in OpenCV for activity deten.

Table-4.1. Comparison of Proposed Method with GMM

Video Duration No. of Time for proposed Time for system
of Video Frames in method using using GMM in
(sec) Video Improved GMM OpenCV (sec)
(sec)

Video 1 13 320 31 35

Video 2 14 348 35 40

Video 3 10 252 20 24

Video 4 10 250 19 24

Video 5 10 249 19 24

Video 6 12 248 26 30

The proposed method has been tested on a humhedeafs in different situation.
This choice of different contexts was made to ersjdeathe reliability and robustness
of the propose method In order to have a quamntgagstimation of error, we
characterized the detection rate (DR) and the tkmen rate (FAR) [26].

DR =TP,yg/(TPyyg + FN_yg) (4.1)
FAR - FP+VE/(TP + FP+VE) (42)

WhereTP,,; (true positives) are the actual detected foregiaegions;FP, (false
positives) are the detected regions that do neespond to actual foreground region;

andFN_y (false negatives) are moving objects that do eteated.

In Table 4.2, the results are obtained on the miffeimage sequences are shown
compared with two traditional methods. The DR pamis always over 93%, and
the FAR parameter is under 3.6%, which demonsgratiat the proposed method is

reliable, and robust in the different environmegctaitext.

Table: 4.2 Rates to Measure the Confidence for Sequce
Algorithm DR% | FAR%
Temporal Differencing 41.35 65.85
Gaussian Mixture Method 65.27 45.72
Proposed Method 95.78 3.74
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For the proposed method, a sample of size 100 sed 1o represent the background,;
the update is performed using the detected redintistly as the update decision. For
the proposed method, the maximum number of didgtabs allowed at each pixel was
10.

In figure 4.9, the graph shows that the proposedhaak is more robust than
traditional GMM and Temporal Differencing methods fhe background complexity
increases, false negative increases in traditiGhdM and temporal differencing. The
detection of regions that are not actual foregroobgects also increases in both

existing methods than the proposed method.

100
“““ Temporal differencing
90 7
ChVIM 2
80 LT
—Proposed method et

70

60 e

False negative
L3

I [ | I | I I
20 30 40 50 60 70 80 90 100

Detected foreground against background

Figure 4.9: False negative with detected foregraagminst background

Some reasons are given below for deteclifg,; andFN_y in video sequence.

. Bag with little or no protrusion

. Protruding parts of clothing

. Due some camera noise

. Carried/abandoned object not segmented from baakgro
. Swinging small objects
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Chapter 5

Conclusion and Future Work

5.1 Conclusion

In this thesis, we presented a set of methods feideo surveillance system. We
implemented different object detection algorithmsg aompared them by results. The
adaptive GMM background subtraction technique giresst promising results in

terms of quality of object detection and computaiaccomplexity.

The proposed object tracking algorithm successfudigks the whole body objects in
consecutive frames. In sample applications, ous t&@sow that correspondence based
matching approach yields promising results and pomicated techniques are
required for tracking of whole body of objects.Handling simple object occlusions,
histogram based matching approach distinguishesljeets identities entered into an
occlusion after a split. But in crowded scenes sagproach is not feasible to handle
the object occlusions, thus a pixel based apprdd@hpptical flow is a requisite to

identify accurate object segments [22].

Our system is designed for unusual activity dedbectask for one person in the offline
videos and the two unusual activities are abandawecarried bag detection. The
implementation of this approach runs at 10-12 framer second on Pentium IV 3.06
GHz for320 x 240 color video frames. The application is implemente@€++ using
OpenCYV library in Linux environment with a singlamera view. The methods we
presented for video surveillance system show priognisesults for abandoned object
and carried object detection.
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5.2 Future Work

We present a surveillance system that works onneffVideos so it is required to
convert it into real time. No background subtract@gorithm is perfect for true
object detection, so our method needs improvemintsandling partially object
occlusions, sudden illumination changes, and daskexdows. To enhance object
detection results and eliminate inaccurate objegtrentation, higher level semantic
analysis extraction steps would be used. Otherilpesavenues for future work
include using multiple cameras views that can redine object occlusion problem
and investigating methods for maintaining objeenitities in the tracker better [12].
Usually real world scenarios are more complicatexhtthe scenarios we presented
here, in terms of number of persons involved in #o#ivities and variation in
execution style. So more sophisticated algorithnmesreeeded to consider to handle
such complexities. This system can be used asiaal ibase system for advanced

research in the field of video surveillance system.
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