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                                           ABSTRACT 

 

In the last few years we perceived a great increase in interest in studying biologically inspired 

systems. Among these, we can emphasize artificial neural networks, evolutionary computation, 

DNA computation, and now artificial immune systems. This work discusses immune algorithm 

and genetic algorithm, the two classes of algorithms at the forefront of artificial systems inspired 

by human body mechanism. We then move on to compare these two classes of algorithms on the 

parameters of population, generation and clone sizes. This comparison will help in the analysis 

of feasibility of these algorithms for specific purposes. 

The immune system is a complex of cells, molecules and organs which has proven to be capable 

of performing several tasks, like pattern recognition, learning, memory acquisition, generation of 

diversity, noise tolerance, generalization, distributed detection and optimization. Based on 

immunological principles, new computational techniques are being developed, aiming not only 

at a better understanding of the system, but also at solving engineering problems. We discuss the 

main strategy used by the immune system to problem solving, and introduce the concept of 

immune engineering. The immune engineering makes use of immunological concepts in order to 

create tools for solving demanding machine-learning problems using information extracted from 

the problems themselves. 

A genetic algorithm (GA) is a search heuristic that mimics the process of natural evolution. This 

heuristic is routinely used to generate useful solutions to optimization and search problems. 

Genetic algorithms belong to the larger class of evolutionary algorithms (EA), which generate 

solutions to optimization problems using techniques inspired by natural evolution, such as 

inheritance, mutation, selection, and crossover. A genetic algorithm (GA) is a search heuristic 

that mimics the process of natural evolution. This heuristic is routinely used to generate useful 

solutions to optimization and search problems. Genetic algorithms belong to the larger class of 

evolutionary algorithms (EA), which generate solutions to optimization problems using 

techniques inspired by natural evolution, such as inheritance, mutation, selection, and crossover. 
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CHAPTER 1: INTRODUCTION 

 

1.1  Introduction  
Brains inspired computational techniques are known as neural networks. Immune systems 

have also (much more recently) inspired computational techniques. Before we can look at 

artificial immune systems and genetic algorithms  we need some knowledge of how our immune 

systems and genetic algorithms  work. 

 

1.1.1  Immune algorithms  

Immune algorithms and genetic algorithms are two important technique for function 
optimization which is based on as our human body work .  

The Immune System is a complex of cells, molecules and organs that represent an 

identification mechanisms capable of perceiving and combating dysfunction from our own 

cells(infectious self) and the action of exogenous infectious microorganisms(infectious no self) 

[1]. The interaction among the Immune System and several other systems and organs allows the 

regulation of the body, guaranteeing its stable functioning. The system is capable of 

“remembering” each infection, so that a second exposure to the same pathogen is dealt with 

more efficiently [2] [5]. 

 

The Immune Engineering is a meta-synthesis process that uses the information contained in 

the problem itself to define the solution tool to a given problem, and then apply it to obtain the 

problem solution. Nature provides many examples of systems with simple basic components, in 

which a collective competition and cooperation turns out to an extremely complex overall 

behavior, e.g., insects colonies (like ants), the immune system, etc. One of the most striking 

characteristics of such systems is their robustness, expressed as a high tolerance to small 

perturbations to individual components. This robustness underlies the principles of distribution , 

where small pieces are put together as an ensemble of individuals (or agents), very complex 

behaviors can emerge. Conventional engineering techniques usually require detailed 
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specification of the precise behavior of each of the components of the systems. On the other 

hand, the engineering paradigm(immune engineering) demands only general, or approximate, 

specifications of some aspects of the overall behavior of the system, like a performance measure 

or a fitness function[18,19]. 

A new field of research called Artificial Immune System has arisen; the properties of the 

immune system are of great interest for computer scientist and engineers: 

• Imperfect Detection:  An absolute recognition of the pathogens is not required, hence the 

system is flexible. 

• Reinforcement learning and memory: The system can ‘learn’ the structures of pathogens, 

so that future responses to the same pathogens are faster and stronger. 

• Anomaly Detection: The immune system can detect and react to pathogens that the body 

has never encountered before. 

• Uniqueness: Each individual possesses its own immune system, with its particular 

vulnerabilities and capabilities[18] 

The topics involved in the definition and development of the artificial immune system covers 
mainly 

• Hybrid structures and algorithm that take into account immune-like mechanisms. 

• Computational algorithms based on immunological principles, like distributed 

processing, clonal selection algorithm, and immune network theory. 

• Immunity-based optimization, learning, self organization, artificial life, cognitive models, 

multi agent systems, design and scheduling, pattern recognition and anomaly detection. 

• Immune engineering tools. 
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1.1.2  Terminology in immune algorithms 
 

             

� Pathogen: a foreign invader such as a virus, bacterium, fungus, or parasite. 

� B cell, helper T cell, killer T cell, macrophage, memory cell, plasma 

cell: the main cells in our adaptive immune system (also known as white blood 

cells). 

� Stem cells: general purpose cells in our bone marrow that make all the cells in 

our blood. 

� Self cells: all the normal cells that make up ‘self’ (you). 

� Lymphatic network: the collection of lymph vessels throughout our bodies 

that collect “leakage” of blood from the capillaries. 

� Lymph nodes: small organs under our arms, chins, chest and groin that are used 

as “security stations”. 

� Thymus: an organ in which B cells that produce antibodies harmful to self cells 

are removed. 

� Antibody: a protein made by B cells to mark pathogens as harmful. 

� Antigen: a protein on the surface of pathogens that is used by other cells for 

identification. 

� Gene library: evolved fragments of DNA within each B cell used as building 

blocks to produce its antibody[8] [9]. 

 

 

1.1.3 Genetic algorithms 

Genetic algorithms are a part of evolutionary computing, which is a rapidly growing area 

of artificial intelligence. As you can guess, genetic algorithms are inspired by Darwin's theory 

about evolution. Simply said, solution to a problem solved by genetic algorithms is evolved. 

Algorithm is started with a set of solutions (represented by chromosomes) called population. 

Solutions from one population are taken and used to form a new population. This is motivated by 
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a hope, that the new population will be better than the old one. Solutions which are selected to 

form new solutions (offspring) are selected according to their fitness - the more suitable they are 

the more chances they have to reproduce. 

Genetic Algorithms are good at taking larger, potentially huge, search spaces and navigating 

them looking for optimal combinations of things and solution which we might not find in 

lifetime. 

 

The most important aspects of using GA are: 

1. definition of Objective function 

2. definition and implementation of genetic representation 

3. definition and implementation of genetic operators. 

 

1.1.3    Terminology in genetic algorithm 

 

�  Individuals : An individual is any point to which you can apply the fitness 

function. The value of the fitness function for an individual is its score. 

� Populations and Generations: A population is an array of individuals. For 

example, if the size of the population is 100 and the number of variables in the 

fitness function is 3, you represent the population by a 100-by-3 matrix. 

� Diversity : Diversity refers to the average distance between individuals in a 

population. A population has high diversity if the average distance is large; 

otherwise it has low diversity 

� Fitness Values and Best Fitness Values : The fitness value of an 

individual is the value of the fitness function for that individual. Because the 

toolbox finds the minimum of the fitness function, the best fitness value for a 

population is the smallest fitness value for any individual in the population. 
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� Parents and Children : To create the next generation, the genetic algorithm 

selects certain individuals in the current population, called parents, and uses 

them to create individuals in the next generation, called children. 

� Fitness function : The fitness function is the function you want to optimize. 

For standard optimization algorithms, this is known as the objective 

function.[10] 

 

 
 

1.2 Problem statement 
       
In this work, we aim to compare and analyze the results of immune algorithms and genetic 

algorithms, according to population size and generation size. This will help us evaluate and 

ascertain the better algorithm based on these parameters. This work aims to establish which 

algorithm gives better optimization and batter stability with same parameters . 

We have developed a tool in C#.Net on windows platform that implements these algorithms and 

makes a comparison of these two using Zed-Graph. This tool will therefore help people compare 

the results and they may use it in their work.  

In immune algorithms we implement the Colonial Selection Algorithm that describes the basic 

features of an immune response to an antigenic stimulus. It establishes the idea that only those 

cells that recognize the antigens proliferate, thus being selected against those which do not. The 

selected cells are subject to an affinity maturation process, which improves their affinity to the 

selective antigens. This Clonal Selection Principle describes the adaptive immune system which 

recognizes and responds to the stimuli[6] [7]. It takes into account the affinity maturation of the 

immune response. The algorithm is shown to be capable of solving complex machine-learning 

tasks, like pattern recognition and multi-modal optimization. 

In genetic algorithm we implement simple algorithms approach. In this work we take data set do 

genetic operation over those such as crossover, mutation, and  than apply selection algorithms 

according to their fitness the element which have fitness above a threshold is selected form the 

next generation.  
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1.3 Motivation 
From last two decade human nature based algorithms becoming very popular there are 

many (thousands) of algorithms proposed from than but some algorithms have their own 

advantage according to situation and parameter so the people who will use these 

algorithms should knows pros and con of  the algorithms. In this work we will compare 

the two algorithms  that will help the people to evaluate the performance of these 

algorithms and give a batter choice to select the algorithms according to their need. 

1.4 Organization of thesis 
The thesis organized as follows: In first chapter we provide introduction and motivation 

work. In chapter 2, we present literature survey and some basic background of the 

algorithms . in chapter 3, we explore the optimization technique which is used in 

algorithms. In chapter 4, we present the CSA &GA algorithms and their implementation. 

In chapter 5 , we depicted results and their comparison. In chapter 6 and 7, we present 

conclusion and future scope of algorithms.            
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CHAPTER 2: LITERATURE REVIEW  
 
2.1  Immune algorithm 
 

Physics, biology, economy or sociology often has to deal with the classical problem of 

optimization. Economy particularly has become specialist of that field. Generally speaking a 

large part of mathematical development dealt with this topic. Purely analytical methods widely 

proved their efficiency. They nevertheless suffer from a insurmountable weakness. 

At the beginning of a run of a genetic algorithm a large population of chromosomes is created. 

Each one when decode will represent a different solution to the problem at hand. Let’s say there 

are N chromosomes in the initial population. Then the following steps are repeated until a 

solution is found[18]. 

• Test each chromosome to see how good it is at solving the problem at hand and assign a 

fitness score accordingly. The fitness score is a measure of how good that chromosome is 

at solving the problem to hand. 

• Select two members from the current population. The chance of being selected is 

proportional to the chromosomes fitness. Roulette wheel selection  is the commonly 

used method 

• Dependent on the cross over rate, cross over the bits from each chosen chromosome at a 

randomly chosen point. 

• Step through the chosen chromosomes bits and flip dependent on the mutation rate. 

• Repeat step 2, 3, 4 until a new population of N member has been created. 

.  

The above algorithm is user to compare the result of Clonal Selection Algorithm, it help us to 

find out which one gives better result over the generations. It help us to explore which algorithm 

gets the population polarize the whole population of individuals towards the best one. The clonal 

selection is discussed below, the algorithm of clonal selection is  
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discussed below in general, it should be noted that the algorithm related to multi model 

optimization would be discussed in the following section not in this section. 

 

The clonal principle is used by the immune system by the immune system to describe the basic 

features of an immune response to an antigenic stimulus. It establishes the idea that only those 

cells that recognize the antigen proliferate, thus being selected against those which do not. 

The algorithm works as follows: 

• Generate a set (P) of candidates solutions, composed of the subset of memory cells (M) 

added to the remaining (Pr) population (P = Pr+M). 

• Determine the n best individuals Pn of the population P, based on an affinity measure. 

• Clone(reproduce) these n best individuals of the population, giving rise to a temporary 

population of clones (C). The clone size is a increasing function of the affinity measure 

of the antigen. 

• Submit the population of clones to a hyper mutation is proportional to the affinity of the 

antibody. A matured antibody population is generated (C*). 

• Re-select the improved individuals from C* to compose the memory set. Some members 

of the P set can be replaced by other improved members if C*. 

• Replace d low affinity antibodies of the population, maintaining its diversity[1,7]. 

 

In Negative Selection Algorithm , the algorithm try to find out the maximum number of 

antigens with the help of antibodies. 

The algorithm as follows: 

• A robust system should detect any foreign activity rather than looking for specific 

known patterns of intrusion. 

• No prior knowledge of anomaly (non-self) is required. 

• The size of the detectors set does not necessarily increase with the number of strings 

being protected 
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In the Immune System learning involves raising the population size and affinity of those 

lymphocytes that have proven them to be valuable by having recognized some antigen. Because 

the total number of lymphocytes in the immune system is regulated, increase in the sizes of some 

clones may have to decrease in size. However, the total number of lymphocytes is not kept 

absolutely constant. If the immune systems learns only by increasing the population sizes of 

specific lymphocytes, it must either “forget” previously learned antigens, increasing in size, or 

constantly decrease the portion of its repertoire that is generated at random and responsible for 

responding to novel antigens. It is important to remark that under an engineering perspective, the 

cells with highest affinity must be preserved somehow as high quality candidate solutions, and 

shall only be replaced by improved candidates, based on statistical evidences. 

Immune learning and memory are acquired through  

• Repeated exposure to a pathogen. 

• Affinity maturation of the receptor molecules. 

• Low grade chronic infection. 

• Cross-reactive to endogenous and exogenous pathogens. 

• Idiotypic networks. 

                    

  Figure 2.1: Primary, secondary and cross-reactive immune responses 
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2.1.1 CLONAL SELECTION PRINCIPLE 

 

By considering the above theory, Clonal Selection Algorithm has been implemented in to 

computer science terms which would help in computing the multi model optimization. 

The Clonal Sectional Algorithm is as follows. 

• The new cells are copies of their parents(clone) subjected to a mutation mechanism with 

high rates(somatic hyper mutation) 

• Elimination of newly differentiated lymphocytes carrying self-reactive receptors 

• Proliferation and differentiation on contact mature cells with antigens 

• The persistence of forbidden clones, resistant to early elimination by self-antigens, as the 

basis of autoimmune disease. 

 

The Clonal Selection Algorithm is compared with Genetic Algorithm to find out which one 

gives better results. 

 

For each cellular component in the lymphoid system we can consider three classes of repertoire 

• The potential repertoire, determined by the number, structure and mechanisms of 

expression of germ-line collection of genes. 

• The available repertoire defined as the set of diverse molecules that are used as the 

lymphocytes receptors. 

• The actual repertoire, that set of antibodies and receptors produced by effectors 

lymphocytes activated in the internal environment. 

 

The main factors that result in the repertoire completeness are its diversity (obtained by 

mutation, editing and gene rearrangement) it’s cross reactivity and its multi-specificity. 

By considering the above affinity maturation Negative Selection Algorithm has been 

implemented which would help in binary character recognition . 
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Figure 2.2: The clonal selection principle. Small resting B cells created in the 
bone marrow each carry a different receptor type defined by their VH and VL 
regions. Those cells carrying receptors specific for the antigen, proliferate and 
differentiate into plasma and memory cells. 
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2.2 Genetic algorithm 
 
All living organisms consist of cells. In each cell there is the same set of chromosomes. 

Chromosomes are strings of DNA and serves as a model for the whole organism. A chromosome 

consists of genes, blocks of DNA. Each gene encodes a particular protein. Basically it can be 

said, that each gene encodes a trait , for example color of eyes. Possible settings for a trait (e.g. 

blue, brown) are called alleles. Each gene has its own position in trestle chromosome. This 

position is called locus.  

Complete set of genetic material (all chromosomes) is called genome. Particular set of genes in 

genome is called genotype. The genotype is with later development after birth base for the 

organism's phenotype, its physical and mental characteristics, such as eye color, intelligence 

etc[22].  

2.2.1  Reproduction  

During reproduction, first occurs recombination (or crossover). Genes from parents form in 

some way the whole new chromosome. The new created offspring can then be mutated. 

Mutation  means, that the elements of DNA are a bit changed. This changes are mainly caused 

by errors in copying genes from parents. The fitness of an organism is measured by success of 

the organism in its life[22].  

2.2.2  Search Space  

If we are solving some problem, we are usually looking for some solution, which will be the best 

among others. The space of all feasible solutions (it means objects among those the desired 

solution is) is called search space (also state space). Each point in the search space represents 

one feasible solution. Each feasible solution can be "marked" by its value or fitness for the 

problem. We are looking for our solution, which is one point (or more) among feasible solutions 

- that is one point in the search space.  



 

The looking for a solution is then equal to a looking for some extreme (minimum or maximum) 

in the search space. The search space can be whole k

usually we know only a few points from it and we are generating other points as the process of 

finding solution continues.  

20 

0    x� 

                             Figure 

The problem is that the search can be very complicated. One does not know where to look for the 

solution and where to start. There are many methods, how to find some 

not necessarily the best solution

and genetic algorithm. The solution found by this methods is often considered as a good 

solution, because it is not often possible to prove what is the real optimum

2.2.3 Operators of GA 

Overview  

As you can see from the genetic algorithm outline, the crossover and mutation are the most 

important part of the genetic algorithm. The performance is influenced mainly by these two 

operators. Before we can explain more about crossover and mutation, some i

chromosomes will be given.  
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The looking for a solution is then equal to a looking for some extreme (minimum or maximum) 

in the search space. The search space can be whole known by the time of solving a problem, but 

usually we know only a few points from it and we are generating other points as the process of 

      

Figure 2.3:Example of a search space 

The problem is that the search can be very complicated. One does not know where to look for the 

solution and where to start. There are many methods, how to find some 

best solution), for example hill climbing , tabu search,

. The solution found by this methods is often considered as a good 

solution, because it is not often possible to prove what is the real optimum[22]

Operators of GA  

As you can see from the genetic algorithm outline, the crossover and mutation are the most 

important part of the genetic algorithm. The performance is influenced mainly by these two 

operators. Before we can explain more about crossover and mutation, some i

 

The looking for a solution is then equal to a looking for some extreme (minimum or maximum) 

nown by the time of solving a problem, but 

usually we know only a few points from it and we are generating other points as the process of 

 

  200 

The problem is that the search can be very complicated. One does not know where to look for the 

solution and where to start. There are many methods, how to find some suitable solution (i.e. 

, simulated annealing 

. The solution found by this methods is often considered as a good 

[22].  

As you can see from the genetic algorithm outline, the crossover and mutation are the most 

important part of the genetic algorithm. The performance is influenced mainly by these two 

operators. Before we can explain more about crossover and mutation, some information about 



~ 14 ~ 

 

 

Encoding of a Chromosome  

The chromosome should in some way contain information about solution which it represents. 

The most used way of encoding is a binary string. The chromosome then could look like this: 

Chromosome 1 1101100100110110 

Chromosome 2 1101111000011110 

Each chromosome has one binary string. Each bit in this string can represent some characteristic 

of the solution. Or the whole string can represent a number. 

Of course, there are many other ways of encoding. This depends mainly on the solved problem. 

For example, one can encode directly integer or real numbers, sometimes it is useful to encode 

some permutations and so on.  

Crossover  

After we have decided what encoding we will use, we can make a step to crossover. Crossover 

selects genes from parent chromosomes and creates a new offspring. The simplest way how to do 

this is to choose randomly some crossover point and everything before this point copy from a 

first parent and then everything after a crossover point copy from the second parent.  

Crossover can then look like this (  | is the crossover point): 

Chromosome 1 11011 | 00100110110 

Chromosome 2 11011 | 11000011110 

Offspring 1 11011 | 11000011110 
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Offspring 2 11011 | 00100110110 

There are other ways how to make crossover, for example we can choose more crossover points. 

Crossover can be rather complicated and very depends on encoding of the encoding of 

chromosome. Specific crossover made for a specific problem can improve performance of the 

genetic algorithm[22].  

 

 Mutation  

After a crossover is performed, mutation takes place. This is to prevent falling all solutions in 

population into a local optimum of solved problem. Mutation changes randomly the new 

offspring. For binary encoding we can switch a few randomly chosen bits from 1 to 0 or from 0 

to 1. Mutation can then be following: 

Original offspring 1 1101111000011110 

Original offspring 2 1101100100110110 

Mutated offspring 1 1100111000011110 

Mutated offspring 2 1101101100110110 

The mutation depends on the encoding as well as the crossover. For example when we are 

encoding permutations, mutation could be exchanging two genes[22].  
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2.2.4  Parameters of GA  

Crossover and Mutation Probability  

There are two basic parameters of GA - crossover probability and mutation probability.  

Crossover probability says how often will be crossover performed. If there is no crossover, 

offspring is exact copy of parents. If there is a crossover, offspring is made from parts of parents' 

chromosome. If crossover probability is 100%, then all offspring is made by crossover. If it is 

0%, whole new generation is made from exact copies of chromosomes from old population (but 

this does not mean that the new generation is the same!). 

Crossover is made in hope that new chromosomes will have good parts of old chromosomes and 

maybe the new chromosomes will be better. However it is good to leave some part of population 

survive to next generation[22].  

Mutation probability  says how often will be parts of chromosome mutated. If there is no 

mutation, offspring is taken after crossover (or copy) without any change. If mutation is 

performed, part of chromosome is changed. If mutation probability is 100%, whole chromosome 

is changed, if it is 0%, nothing is changed. Mutation is made to prevent falling GA into local 

extreme, but it should not occur very often, because then GA will in fact change to random 

search.  

2.2.5 Other Parameters  

There are also some other parameters of GA. One also important parameter is population size.  

Population size says how many chromosomes are in population (in one generation). If there are 

too few chromosomes, GA has a few possibilities to perform crossover and only a small part of 

search space is explored. On the other hand, if there are too many chromosomes, GA slows 

down. Research shows that after some limit (which depends mainly on encoding and the 

problem) it is not useful to increase population size, because it does not make solving the 

problem faster.  



 

2.2.6   Selection  

Introduction  

As you already know from the GA outline, chromosomes are selected from the population to be 

parents to crossover. The problem is how to select these chromosomes. According to Darwin's 

evolution theory the best ones 

how to select the best chromosomes, for example roulette wheel selection, Boltzman selection, 

tournament selection, rank selection, steady state selection and some others. 

Some of them will be described in this chapter. 

Roulette Wheel Selection 

Parents are selected according to their fitness. The better the chromosomes are, the more chances 

to be selected they have. Imagine a 

population, everyone has its place big accordingly to its fitness function, like on the following 

picture.  

                  

                                     Figure 

 

Then a marble is thrown there and selects the chromosome. Chromosome with bigger fitness will 

be selected more times[22].  
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As you already know from the GA outline, chromosomes are selected from the population to be 

parents to crossover. The problem is how to select these chromosomes. According to Darwin's 

evolution theory the best ones should survive and create new offspring. There are many methods 

how to select the best chromosomes, for example roulette wheel selection, Boltzman selection, 

tournament selection, rank selection, steady state selection and some others. 

e described in this chapter.  

Roulette Wheel Selection  

Parents are selected according to their fitness. The better the chromosomes are, the more chances 

to be selected they have. Imagine a roulette wheel where are placed all chromosomes in the 

population, everyone has its place big accordingly to its fitness function, like on the following 

Figure 2.4: Roulette Wheel Selection  

marble is thrown there and selects the chromosome. Chromosome with bigger fitness will 

As you already know from the GA outline, chromosomes are selected from the population to be 

parents to crossover. The problem is how to select these chromosomes. According to Darwin's 

should survive and create new offspring. There are many methods 

how to select the best chromosomes, for example roulette wheel selection, Boltzman selection, 

tournament selection, rank selection, steady state selection and some others.  

Parents are selected according to their fitness. The better the chromosomes are, the more chances 

where are placed all chromosomes in the 

population, everyone has its place big accordingly to its fitness function, like on the following 

 

marble is thrown there and selects the chromosome. Chromosome with bigger fitness will 



 

This can be simulated by following algorithm. 

1. [Sum] Calculate sum of all chromosome fitnesses in population 

2. [Select] Generate random number from interval 

3. [Loop]  Go through the population and sum fitnesses from 

greater then r, stop and return the chromosome where you are. 

Of course, step 1 is performed only once for each population. 

Rank Selection  

The previous selection will have problems when the fitnesses differ very much. For example, if 

the best chromosome fitness is 90% of the entire roulette wheel then the other chromosomes will 

have very few chances to be selected. 

Rank selection first ranks the population and then every chromosome receives fitness from this 

ranking. The worst will have fitness 

(number of chromosomes in population). 

You can see in following picture, how 

number.  

                       

                                 Figure 
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This can be simulated by following algorithm.  

Calculate sum of all chromosome fitnesses in population - sum 

dom number from interval (0,S) - r.  

Go through the population and sum fitnesses from 0 - sum s

, stop and return the chromosome where you are.  

is performed only once for each population.  

The previous selection will have problems when the fitnesses differ very much. For example, if 

the best chromosome fitness is 90% of the entire roulette wheel then the other chromosomes will 

have very few chances to be selected.  

tion first ranks the population and then every chromosome receives fitness from this 

ranking. The worst will have fitness 1, second worst 2 etc. and the best will have fitness 

(number of chromosomes in population).  

You can see in following picture, how the situation changes after changing fitness to order 

Figure 2.5: Situation before ranking (graph of fitnesses)

sum S.  

s. When the sum s is 

The previous selection will have problems when the fitnesses differ very much. For example, if 

the best chromosome fitness is 90% of the entire roulette wheel then the other chromosomes will 

tion first ranks the population and then every chromosome receives fitness from this 

etc. and the best will have fitness N 

the situation changes after changing fitness to order 

 

Situation before ranking (graph of fitnesses) 



 

                     

                               Figure 

After this all the chromosomes have a chance to be selected. But this method can lead to slower 

convergence, because the best chromosomes do not differ so much from other ones. 

Steady-State Selection 

This is not particular method of selecting parents. Main idea of this selection is that big part of 

chromosomes should survive to next generation. 

GA then works in a following way. Every generation is selected a few (good 

chromosomes for creating a new offspring. Then some (bad 

removed and the new offspring is placed in their place. The rest of population survives to new 

generation[22].  

Elitism  

Idea of elitism has been already introduced. When creating new popula

mutation, we have a big chance, that we will loose the best chromosome. 

Elitism is name of method, which first copies the best chromosome (or a few best chromosomes) 

to new population. The rest is done in classical way. Elitism can very rapidly increase 

performance of GA, because it prevents losing the best found solution. 
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Figure 2.6:  Situation after ranking (graph of order numbers)

After this all the chromosomes have a chance to be selected. But this method can lead to slower 

convergence, because the best chromosomes do not differ so much from other ones. 

State Selection  

ticular method of selecting parents. Main idea of this selection is that big part of 

chromosomes should survive to next generation.  

GA then works in a following way. Every generation is selected a few (good 

new offspring. Then some (bad - with low fitness) chromosomes are 

removed and the new offspring is placed in their place. The rest of population survives to new 

Idea of elitism has been already introduced. When creating new popula

mutation, we have a big chance, that we will loose the best chromosome.  

Elitism is name of method, which first copies the best chromosome (or a few best chromosomes) 

to new population. The rest is done in classical way. Elitism can very rapidly increase 

performance of GA, because it prevents losing the best found solution.  

 

after ranking (graph of order numbers) 

After this all the chromosomes have a chance to be selected. But this method can lead to slower 

convergence, because the best chromosomes do not differ so much from other ones.  

ticular method of selecting parents. Main idea of this selection is that big part of 

GA then works in a following way. Every generation is selected a few (good - with high fitness) 

with low fitness) chromosomes are 

removed and the new offspring is placed in their place. The rest of population survives to new 

Idea of elitism has been already introduced. When creating new population by crossover and 

 

Elitism is name of method, which first copies the best chromosome (or a few best chromosomes) 

to new population. The rest is done in classical way. Elitism can very rapidly increase 
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2.2.7  Encoding  

Introduction  

Encoding of chromosomes is one of the problems, when you are starting to solve problem with 

GA. Encoding very depends on the problem.  

In this chapter will be introduced some encodings, which have been already used with some 

success 

 

Binary Encoding  

Binary encoding is the most common, mainly because first works about GA used this type of 

encoding.  

In binary encoding every chromosome is a string of bits, 0 or 1.  

Chromosome A 101100101100101011100101 

Chromosome B 111111100000110000011111 

Example of chromosomes with binary encoding  

Binary encoding gives many possible chromosomes even with a small number of alleles. On the 

other hand, this encoding is often not natural for many problems and sometimes corrections must 

be made after crossover and/or mutation[22,23].  

Example of Problem: Knapsack problem 

The problem: There are things with given value and size. The knapsack has given capacity. 

Select things to maximize the value of things in knapsack, but do not extend knapsack capacity. 

Encoding: Each bit says, if the corresponding thing is in knapsack. 
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Permutation Encoding  

Permutation encoding can be used in ordering problems, such as traveling salesman problem or 

task ordering problem.  

In permutation encoding, every chromosome is a string of numbers, which represents number 

in a sequence.  

Chromosome A 1  5  3  2  6  4  7  9  8 

Chromosome B 8  5  6  7  2  3  1  4  9 

Example of chromosomes with permutation encoding  

Permutation encoding is only useful for ordering problems. Even for this problems for some 

types of crossover and mutation corrections must be made to leave the chromosome consistent . 

Example of Problem: Traveling salesman problem (TSP) 

The problem: There are cities and given distances between them. Traveling salesman has to 

visit all of them, but he does not to travel very much. Find a sequence of cities to minimize 

traveled distance.  

Encoding: Chromosome says order of cities, in which salesman will visit them. 

 

Value Encoding  

Direct value encoding can be used in problems, where some complicated value, such as real 

numbers, is used. Use of binary encoding for this type of problems would be very difficult.  

In value encoding, every chromosome is a string of some values. Values can be anything 

connected to problem, form numbers, real numbers or chars to some complicated objects.  



 

Chromosome A

Chromosome B

Chromosome C

Example of chromosomes with value encoding

Value encoding is very good for some special problems. On the other hand, for this encoding is 

often necessary to develop some new crossover and mutation specific for the problem

Example of Problem: Finding weights for neural network

The problem: There is some neural network with given architecture. Find weights for inputs of 

neurons to train the network for wanted output.

Encoding: Real values in chromosomes represent correspondi

 

Tree Encoding  

Tree encoding is used mainly for evolving programs or expressions, for 

In tree encoding every chromosome is a tree of some objects, such as functions or commands in 

programming language.  

Chromosome A
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Chromosome A 1.2324  5.3243  0.4556  2.3293  2.4545

Chromosome B ABDJEIFJDHDIERJFDLDFLFEGT

Chromosome C (back), (back), (right), (forward), (left)

Example of chromosomes with value encoding  

Value encoding is very good for some special problems. On the other hand, for this encoding is 

often necessary to develop some new crossover and mutation specific for the problem

Finding weights for neural network 

There is some neural network with given architecture. Find weights for inputs of 

neurons to train the network for wanted output. 

Real values in chromosomes represent corresponding weights for inputs.

Tree encoding is used mainly for evolving programs or expressions, for genetic programming

every chromosome is a tree of some objects, such as functions or commands in 

Chromosome A Chromosome B 

 

2.4545 

ABDJEIFJDHDIERJFDLDFLFEGT 

(right), (forward), (left) 

Value encoding is very good for some special problems. On the other hand, for this encoding is 

often necessary to develop some new crossover and mutation specific for the problem[22].  

There is some neural network with given architecture. Find weights for inputs of 

ng weights for inputs. 

genetic programming.  

every chromosome is a tree of some objects, such as functions or commands in 

 



 

( +  x  ( /  

Example of chromosomes with tree encoding

Tree encoding is good for evolving programs. Programming language LISP is often used to this, 

because programs in it are represented 

crossover and mutation can be done relatively easily. 

Example of Problem: Finding a function from given values

The problem: Some input and output values are given. Task is to find a function, which will 

give the best (closest to wanted) output to all inputs.

Encoding: Chromosome is functions represented in a tree.

2.2.8  Crossover and Mutation 

Introduction  

Crossover and mutation are two basic operators of GA. Performance of GA very depends on 

them. Type and implementation of operators depends on encoding and also on a problem. 

There are many ways how to do crossover and mutation.

Crossover  

Single point crossover 

chromosome to the crossover point is copied from one parent, the rest is copied from the second 

parent  
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 5  y ) ) ( do_until  step  wall ) 

Example of chromosomes with tree encoding  

Tree encoding is good for evolving programs. Programming language LISP is often used to this, 

because programs in it are represented in this form and can be easily parsed as a tree, so the 

crossover and mutation can be done relatively easily.  

Finding a function from given values 

Some input and output values are given. Task is to find a function, which will 

give the best (closest to wanted) output to all inputs. 

Chromosome is functions represented in a tree. 

Crossover and Mutation  

Crossover and mutation are two basic operators of GA. Performance of GA very depends on 

them. Type and implementation of operators depends on encoding and also on a problem. 

There are many ways how to do crossover and mutation. 

 - one crossover point is selected, binary string from beginning of 

chromosome to the crossover point is copied from one parent, the rest is copied from the second 

Tree encoding is good for evolving programs. Programming language LISP is often used to this, 

in this form and can be easily parsed as a tree, so the 

Some input and output values are given. Task is to find a function, which will 

Crossover and mutation are two basic operators of GA. Performance of GA very depends on 

them. Type and implementation of operators depends on encoding and also on a problem.  

one crossover point is selected, binary string from beginning of 

chromosome to the crossover point is copied from one parent, the rest is copied from the second 

 



 

11001011+11011111 = 11001111

Two point crossover - two crossover point are s

chromosome to the first crossover point is copied from one parent, the part from the first to the 

second crossover point is copied from the second parent and the rest is copied from the first 

parent  

11001011 + 11011111 = 11011111

Uniform crossover - bits are randomly copied from the first or from the second parent 

11001011 + 11011101 = 11011111

Arithmetic crossover - 

11001011 + 11011111 = 1100100

Mutation   

Bit inversion - selected bits are inverted 
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11001111 

two crossover point are selected, binary string from beginning of 

chromosome to the first crossover point is copied from one parent, the part from the first to the 

second crossover point is copied from the second parent and the rest is copied from the first 

11011111 

bits are randomly copied from the first or from the second parent 

01 = 11011111 

 some arithmetic operation is performed to make a new offspring 

11001011 + 11011111 = 11001001 (AND) 

selected bits are inverted  

elected, binary string from beginning of 

chromosome to the first crossover point is copied from one parent, the part from the first to the 

second crossover point is copied from the second parent and the rest is copied from the first 

 

bits are randomly copied from the first or from the second parent  

 

some arithmetic operation is performed to make a new offspring  

 



 

11001001 =>  10001001 

 

Permutation Encoding 

Crossover  

Single point crossover - one crossover point is selected, till this point the permutation is 

copied from the first parent, then the second parent is scanned and if the number is not yet in the 

offspring it is added 

Note: there are more ways how to produce the rest after crossov

(1 2 3 4 5 6 7 8 9) + (4 5 3 6 8

Mutation   

Order changing - two numbers are selected and exchanged 

(1 

 

Value Encoding  

Crossover  

All crossovers from binary encoding

Mutation   
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Permutation Encoding  

one crossover point is selected, till this point the permutation is 

copied from the first parent, then the second parent is scanned and if the number is not yet in the 

Note: there are more ways how to produce the rest after crossover point  

4 5 3 6 8 9 7 2 1) = (1 2 3 4 5 6 8 9 7) 

two numbers are selected and exchanged  

(1 2 3 4 5 6 8 9 7) => (1 8 3 4 5 6 2 9 7) 

binary encoding can be used  

one crossover point is selected, till this point the permutation is 

copied from the first parent, then the second parent is scanned and if the number is not yet in the 



 

Adding a small number (for real value encoding) 

small number  

(1.29  5.68  

 

 

Tree Encoding  

Crossover  

Tree crossover - in both parent one crossover point is selected, parents are divided in that 

point and exchange part below crossover point to produce new offspring 

                                              Figure 

Mutation   

Changing operator, number
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a small number (for real value encoding) - to selected values is added (or subtracted) a 

 2.86  4.11  5.55) => (1.29  5.68  2.73  4.22  5.55)

in both parent one crossover point is selected, parents are divided in that 

point and exchange part below crossover point to produce new offspring  

Figure 2.7: Tree Encoding  

umber - selected nodes are changed  

to selected values is added (or subtracted) a 

5.55) 

in both parent one crossover point is selected, parents are divided in that 

 

 



~ 27 ~ 

 

CHAPTER 3: MULTI-MODAL 

OPTIMIZATION  

3.1 Introduction 

 Immune system can provide new ways of solving problems. The function optimizing 

problem involves finding the best solution (either the peak or trough) to a function bounded by 

constraints. 

In the code, a test function has been used and is plotted. This test function uses the sine function 

to produce the hilly plot, and so finding the highest peak is a challenged. The equation is given 

by: 

fitness = x*Math.Sin(4*Math.PI*x)-y*Math.Sin(4*Math .PI*y+Math.PI)+1; 

The optimum is at f (1.63, 1.63) =4.25 which is the highest peak at the center of the plot.  

By considering an antibody as a potential solution (i.e. a cell object which has x-y value) and the 

fitness function as the antigen, then the degree of fit or binding represents the quality of the 

solution. If we start with an initial population of antibody solutions and test them against the 

fitness function (antigen), then those with the highest affinity (i.e. best fit) are allowed to clone 

and mutate in the hope of finding a better solution[18,19]. 

3.2  Objective function1 

 

• f(x,y) = x * sin(4.PI.x) –y * sin(4.PI.y + PI) + 1 
 

This function has several local maxima and minima and the optimal solution for them is at f 

(1.63, 1.63) = 4.25 for maximization problem. The graph below shows the function between [-1, 

2]. 
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                                        Figure 3.1: Objective function1 

Consequently, an immune algorithm can be devised as follows: 

1. Generate an initial population of antibodies  

2. Perform clonal selection to generate high affinity clones and mutate  

3. Remove antibodies whose affinity with the antigen is less than a predefined threshold  

4. Calculate affinity interactions between all antibodies in the system  

5. Remove antibodies whose affinity with other antibodies is below a predefined 

threshold  

Introduce randomly generated antibodies into population (diversity)  

Repeat steps 2 to 6 until the stopping criterion is met. 

The best fit clones would be plotted with the help of Zed graph.  
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3.3 Algorithm of Multi Model Optimization: 

The code contains five essential classes. These are:  

• the main form class which provides a simple GUI  

• the immune algorithm controller class  

• the antibody class  

• the fitness function class  

• the Zed graph class 

 

The code has been commented and so should be straightforward to follow: 

The fitness function class has a static method called evaluateFunction(), which returns the fitness 

value given x and y input values. The antibody class attempts to model a biological antibody cell. 

It has methods for cloning itself, finding the affinity with another antibody and an affinity based 

mutation. Each antibody represents a candidate solution, which in this example is simply an x-y 

value. The immune algorithm controller class allows parameters to be defined, and has a method 

called GoOptimise() which creates an initial population of antibodies and iterates a solution until 

the stopping criteria (a maximum number of generations) is reached. 

3.4  Objective function2 

 

• f(x,y) = –2[ 2.sin(x) + 2.sin(y)] – 4cos(x/2) – 4cos(y/2) – 4cos(x) 
 

This function is of potential energy of a two bar pendulum with data  

 

            weight W1=2, W2=2, Lengths  L1= 2, L2=2, and 

 p(weight of lowest pendulum) =2 
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                                Figure 3.2: Objective function2 

 

    total potential energy is given by 

  

 P.E= - P [ (l1.sin(x) + l2.sin(y) ) ] - W1.L1.cos(x)/2 - W2 [ l2.cos(y)/2 + l1.cos(x)] 

  

 Where x = first angle, and 

 Y= second angle 

Lower bound = 0 (in degrees) 

Upper bound = 90 (in degrees) 
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CHAPTER 4: CSA & GA EVALUTION  

 

4.1 Introduction of CSA 

we discussed the clonal selection principle and the affinity maturation process, which will be 

used as the fundamental basis for the development of the clonal selection algorithm (CSA).  

The main immune aspects taken into account were: 

• maintenance of the memory cells functionally disconnected from the repertoire; 

• selection and cloning of the most stimulated individuals; 

• death of non-stimulated cells; 

• affinity maturation and re-selection of the higher affinity clones; 

• generation and maintenance of diversity; and 

• hypermutation proportional to the cell affinity. 

4.2 Steps of CSA 

The algorithm works as follows (see Figure ): 

(1) Generate a set (P) of candidate solutions, composed of the subset of memory cells (M) added 

to the remaining (Pr) population (P = Pr + M); 

(2) Determine the n best individuals Pn of the population P, based on an affinity measure; 

(3) Clone (reproduce) these n best individuals of the population, giving rise to a temporary 

population of clones (C). The clone size is an increasing function of the affinity measure of the 

antigen; 

(4) Submit the population of clones to a hypermutation scheme, where the hypermutation is 

proportional to the affinity of the antibody. A maturated antibody population is generated (C*); 
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(5) Re-select the improved individuals from C* to compose the memory set. Some members of 

the P set can be replaced by other improved members of C*; 

(6) Replace d low affinity antibodies of the population, maintaining its diversity. 

For each problem to be presented, the coding and affinity measure adopted will be discussed 

separately[18,19]. 

Steps 2 and 3 are crucial in this algorithm. If we choose n = N in Step 2, i.e. the number of 

highest affinity individuals equals the number of candidates, each member of the population will 

constitute a potential candidate solution locally, implying a local exploitation of the shape-space, 

characterizing a greedy search. In addition, if all the individuals are accounted locally, their 

clones (Step 3) will have the same size. In all the example applications, steps 2 and 3 were taken 

as discussed in this paragraph. 

The clonal selection algorithm reproduces those individuals with higher affinities and selects 

their improved maturated progenies. This strategy suggests that the algorithm performs a greedy 

search, where single members will be locally optimized (exploitation of the surrounding space), 

and the newcomers yield a broader exploration of the search-space. This characteristic makes the 

CSA very suitable for solving multi-modal optimization tasks and, as an illustration, consider the 

case of maximizing the function f(x,y) = x.sen(4px)-y.sen(4py+p)+1, depicted in Figure 37, in the 

compact region [-1,2] ´ [-1,2] Notice that this function is composed of many local optima and a 

single global optimum at f(1.63,1.63) = 4.25. 

 

We employed the Hamming shape-space, with binary strings representing real values for the 

variables x and y. The chosen bitstring length was L = 22, corresponding to a precision of six 80 

decimal places. The variables x and y are defined over the range [-1, 2], and the mapping from a 

binary string m = <mL,..., m2, m1> into a real number x or y is completed in two steps: 

 

 



~ 33 ~ 

 

                    

                              Figure 4.1: Block diagram for algorithm implemented 

 

• convert the binary string m = <mL,..., m2, m1> from base 2 to base 10: 

 

(< �� , …��, �� >)� = (� �
 . 2

��


��
)�� = �� 
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• find the corresponding value for x  ,� = −1 + � , �
����� where -1 is left boundary of 

domain ,and 3 is it’s length 

The affinity measure corresponds to the evaluation of the function f(x,y) after decoding x and y, 

as described above. 

Figure (a) and (b) presents the evolved populations, after 100 generations, by the standard 

genetic algorithm (see Section 10.3.3 for a brief description of the standard genetic algorithm 

GA) and the clonal selection algorithm (CSA), respectively. Notice that the genetic algorithm 

guided the whole population towards the global optimum of the function, while the CSA 

generated a diverse set of local optima, including the global optimum. 

 

              

  Figure 4.2: Function f(x,y) = x.sen(4px)-y.sen(4py+p)+1 to be optimized by the CSA   

                                                               and  standard   GA. 
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Figure 4.3: Function x.sen(4px)-y.sen(4py+p)+1 optimized (100 generations) by  

                                              the GA (a) and CSA (b). 

 

Figure 4.4: Evolutionary behavior of the decoded average value of f(x,y) (a) and 

the maximum value (b), for the genetic and clonal selection algorithms. 
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Figure (a) compares the decoded average value of the function f(x,y), for the whole population, 

evolved by the GA and the CSA algorithms. Figure 39(b) depicts the best individuals (candidates 

with higher values for f(x,y)) of the populations for each algorithm. The GA approach presented 

a greater average value, indicating a less diverse set of individuals. Both strategies successfully 

determined the global optimum. 

4.3 Code description 
 

The antibodies (candidate solutions to the function optimization problem) that are generated by 

the immune algorithm are displayed in a text box. The final value i.e. the  

best fit would be displayed with the help of Zed Graph. The best antibody is displayed 

first, and should be a good match to the required solution for this problem which, as stated 

above, is 4.25 at x=1.63 and y=1.63. An immune  

 

Algorithm is a non-deterministic algorithm, meaning that it gives different results on different 

runs. 

 It is necessary to set threshold values for removing (suppressing) antibodies from the population 

pool (clonalSelectionThreshold, removeThreshold). The settings used for these threshold values 

were derived by a process of trial and error. The parameter called antibodyNumber determines 

the initial number of antibodies used to  

 

solve the problem or, in biological terms, neutralise the antigen.. The cloneNumber parameter 

sets the number of clones generated during clonal selection. Affinity based mutation is set using 

the mutationFactor parameter. Constraints for the x and y values  

are imposed using the lowerBoundary and upperBoundary parameters. 

 



~ 37 ~ 

 

4.4 GA(genetic algorithm) 

There is potential for further investigation. It would be interesting to look into the discrimination 

between antibodies destined to be deleted and those not, and new types of operators for cloning 

and mutation. Many other sine functions are available for calculating the best fit value. 

The Genetic Algorithms (GAs) constitute stochastic evolutionary techniques whose search 

methods model some natural phenomena: genetic inheritance and Darwinian strife for survival. 

GAs perform a search through a space of potential solutions, which are distinguished by the 

definition of an evaluation (fitness) function, which plays the role of an environment feedback. 

A genetic algorithm (or any evolutionary program) for a particular problem, must have the 

following five components (Michalewicz, 1996): 

o a genetic representation for potential candidate solutions; 

o a way to create an initial population of potential solutions; 

o an evaluation (fitness) function; 

o genetic operators that alter the composition of an offspring; 

o values for the various parameters used by the algorithm: population sizes, genetic 

                        operators probabilities, etc. 
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Figure 4.5: Block diagram for the standard genetic algorithm (GA), where PI 

is the intermediate population 

There are number of ways to implement genetic algorithm (GA) as it is more of domain specific 
and mutation and crossover functions vary greatly according to the problem. 

 

We will implement GA in these objective functions 

Objective function 

 

• f(x,y) = x * sin(4.PI.x) –y * sin(4.PI.y + PI) + 1 
 

This function has several local maxima and minima and the optimal solution for them is 
at f (1.63, 1.63) = 4.25 for maximization problem. The graph below shows the function 
between [-1, 2]. 
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CHAPTER 5: RESULTS AND DISCUSSION 

We have implemented immune and genetic algorithms both  now we will check the 

result. and check and compare which algorithm is better than other based on generation size. We 

will use graph to compare the result in which one direction shows the affinity of antibody or 

clone or gene. Both of the algorithms not guarantying the optimum result. And the result may be 

different in every time program is run because it use random variable for mutation so it will be 

different maximum time . this randomness provide the dynamic approach every time 

We will use the same objective function to compare the result . and we also make the 

table of performance. Both algorithms gave the different result every time because we are using 

random variables in mutation . it provides a dynamic approach that have low probability that 

algorithms stuck in local maxima or minima.  

Objective function 

 

f(x,y) = x * sin(4.PI.x) –y * sin(4.PI.y + PI) + 1 

Optimal solution found using following parameters for genetic algorithm: 

 

• Number of variables in the objective function = 2 

• Genome size = 2 * chromosome size = 24 

• Lower bound for x = -1 

• Lower bound for y = -1 

• Upper bound for x = 2 

• Upper bound for y = 2 

• Crossover rate = 80 % 

• Mutation rate = 3 % 

• Population size = 5,10,20 

• Generation size =10,100.500,1000(It will act as a terminator for program) 
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Real values 

 x = 1.63, y = 1.63 

Value for objective function = 0.95,2.18,3.25,4.25 

Objective function 

f(x,y) = x * sin(4.PI.x) –y * sin(4.PI.y + PI) + 1 

Optimal solution found using following parameters for clonal selection algorithms: 

No. of antibody =2 

No of clones     =5,10,20,30 

Generation size =10,100,500,1000 

Lower bound     = -1 

Upper bound     = 2 

Out put              = 3.25,4.25,4.25,4.25 

 

The table below show that performance of immune algorithm gave batter result when population 

size is low and generation size also low and genetic algorithm gave very poor performance as 

compare to CSA. as we increasing in the parameter that affect the results we find GA 

performance increase gradually and finally both gave the same result as we expecting. And it is 

also very close to real values of function.   
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S.No. No. of 
population/clones 

No. of 
generation 

CSA GA 

     X      Y affinity     X     Y fitness 

1. 5 10 1.134 1.688   3.32 0.28 -0.513   0.957 

2. 5 2000 1.624 1.627    4.25 1.618  1.625   4.24 

3. 10 100 1.628 1.627 4.25 1.725 1.053 2.18 

4. 20 200 1.627 1.628 4.25 1.623 -0.623 3.25 

5. 20 500 1.628 1.627 4.25 1.628 1.628 4.25 

6. 30 1000 1.628 1.628 4.25 1.628 1.627 4.25 

7. 40 2000 1.629 1.628 4.25 1.628 1.624 4.25 

 

                                    Table 1 : Result of CSA & GA on same parameter 
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         Result shows that if No. of population size, clone size and generation size  is same(5,5,100) than 

CSA perform batter than  genetic algorithms. 
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Result shows that if No. of population size, clone size and generation size  is same(10,10,200) than 
CSA perform batter than  genetic algorithms.  
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Result shows that if No. of population size, clone size and generation size  is same(20,20,500) than 
CSA perform batter than  genetic algorithms. 
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Result shows that if No. of population size, clone size and generation size  is same(30,30,1000) than 
CSA perform batter than  genetic algorithms. 
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CHAPTER 6: CONCLUSION 

               

The Clonal Selection Algorithm performs its search, through the mechanisms of somatic 

mutation and receptor editing, balancing of the best solutions with the exploration of the 

search-space. We have seen that the result improves with the number of generations.  

The research was done to compare the result of Clonal Selection Algorithm with Genetic 

Algorithm. During the research it was found that Clonal Selection Algorithm maintains a 

diverse set of local optimum solutions, while the Genetic Algorithm tends to polarize the 

whole population towards the best one. The result depends upon the error generated. The 

system is developed to find the non-self of the body. 

The tool was developed on C#.Net on Windows platform and has compared the two 

algorithms using Zed-Graph. It was found that when the size of the generation is small, 

both the algorithms give nearly equivalent results. But as we increase the size of the 

generation, immune algorithm tends to perform more and more better.  This makes a 

decision in the favor of immune algorithm.  
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CHAPTER 7: FUTURE WORK 

 

           During the last three decades there has been a growing interest in algorithms 

which rely on analogies to natural phenomena such as evolution, heredity, immunity and 

so on. The emergence of massively parallel computers made these algorithms of practical 

interest.  All of these research above provide the possibility for the emergence of 

evolutionary algorithms, DNA computation techniques, artificial intelligence methods, 

etc.  

Immune algorithms becoming very popular from last decade . So  here is lot of work has 

to be done. It produces very efficient tool for computing large problems. There are many 

modification may be possible in clonal selection algorithms.  

Genetic algorithm is a powerful tool to solve variety of NP-hard problems. But, it is also 

very domain dependent that is we cannot apply same algorithm for all known type of 

problems. We have to change Genome structure of GA according to the problem within 

hand. This is not an easy task because it needs a variety of encoding and decoding 

techniques and also mutation and crossover function need to be changed. Therefore, a lot 

can be done in this area.  

           To get an idea about problems solved by GA, here is a short list of some applications: 

• Nonlinear dynamical systems - predicting, data analysis  

• Designing neural networks, both architecture and weights  

• Robot trajectory  

• Evolving LISP programs (genetic programming)  

• Strategy planning  

• Finding shape of protein molecules  

• TSP and sequence scheduling  

• Functions for creating images 
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As far as this project is concerned, all the three functions have not tested the capability of 

this project. This algo is designed for taking any number of parameters x1, x2, x3 and so 

on. We have tested it only on two variables objective function. Therefore, it is not limited 

to only three objective functions given. As long as bit string encoding is good for any 

optimization problem like in case of real numbers we can implement this GA for that 

problem. 

Genetic algorithm is a probabilistic solving optimization problem which is modeled on a 

genetic evaluations process in biology and is focused as an effective algorithm to find a 

global optimum solution for many types of problem. It has been shown that the genetic 

algorithm perform better in finding areas of interest even in a complex, real-world scene. 

Genetic Algorithms are adaptive to their environments, and as such this type of method is 

appealing to the vision community who must often work in a changing environment. 

However, several improvements must be made in order that GAs could be more generally 

applicable. Grey coding the field would greatly improve the mutation operation while 

combing segmentation with recognition so that the interested object could be evaluated at 

once. Finally, timing improvement could be done by utilizing the implicit parallelization 

of multiple independent generations evolving at the same time. 

There are many limitations of GA which needs to be worked upon. It includes the 

following. 

• The Genetic Algorithm requires that population considered for the evolution 

should be moderate or suitable one for the problem (normally 20-30 or 50-100) 

• It is also necessary that crossover rate should be 80%-95% for better results. 

• Mutation rate should be low i.e. 0.5%-1% for genetic algorithm to work properly. 

We also require developing new crossover methods for more convergence in single step. Also 

there should be new mutation methods for reducing divergence due to excess mutation and a 

function to decide the initial number of population. 
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                                               APPENDIX 
   

  ZED GRAPH 

 

Zed Graph is a class library, Windows Forms User Control, and ASP web-accessible control for 

creating 2D line bar and pie graphs of arbitrary datasets. The classes provide a high degree of 

flexibility- almost every aspect of the graph can be user modified. At the same time, usage of the 

classes provides high degree of flexibility- almost every aspect of the graph can be user 

modified. Zed Graph is compatible with .Net 2.0 and VS.Net 2005. 

 

Using Zed Graph as a User Control: 

 

Zed Graph is accessible as a control from the control toolbox in Visual Studio .Net. 

To access Zed Graph first launch Visual Studio .Net, and create a new Windows Application 

(Forms) project. Open the form design so that it appears in the current window. View the toolbox 

and right click inside the “General” or “Components” sub panel of the tool box and select 

“Choose item” option. Click browse and navigate to the zed graph.dll file. Once this file is 

added, you should see a Zed Graph Control option in the tool box. 

 

1. Select add reference from project menu and use the browse button to find Zed Graph.dll 

and click ok. 

2. Add a using Zed Graph entry to your main form code. 

3. Drag the Zed Graph Control from the tool box over to the form. 

4. All the Zed Graph functionality is accessible through the ZedGraphControl. MasterPane 

property. 

 

 


