CHAPTER 1

Introduction:

Face recognition technology is a currexchnology that attracted the world
attention especially after September 11, 2001 tistrattack. The September 11
incident has given this technology a new life tlglothe additional and new application
seriously. Face recognition is a visual pattern recognitioobfgm where a three-
dimensional object is to be identified based ontw®-dimensional image. Face
recognition has become an important issue in magmpliGations such as security
systems, credit card verification, criminal ideic@tion user verification, user access
control, crowd surveillance, enhanced human computeraction. For example, the
ability to model a particular face and distinguisfrom a large number of stored face
models would make it possible to vastly improvengnial identification.

Face recognition is a subsidiaryt paBiometrics, Biometrics are methods to
automatically verify or identify individuals usintheir physiological or behavioural
characteristics [1]. Biometric technologies inclygdg
- Face Recognition
- Finger Print (dactylogram) Identification
- Hand Geometry Identification
- Iris ldentification
- Voice Recognition
- Signature Recognition
- Retina Identification
- DNA Sequence Matching

The necessity for personal identifmatin the fields of private and secure
systems made face recognition one of the main diednong other biometric
technologies. The importance of face recogniticsesi from the fact that a face
recognition system does not require the cooperatdfotine individual while the other

systems need such cooperation. Thus, it shoulthesurprising that a face recognition
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system is placed in the Statue of Liberty in USd-gecognition algorithms try to solve
the problem of both verification and identificatif3].
A formal method of classifying faces wiast proposed by Francis Galton in
1888 [4, 5]. During 1980’s, work on FR remainedy&y dormant. However, during
1990’s, the research interest in FR has grown fsogitly as a result of the following
facts:
1. The increase in emphasis on civilian/commerciaaesh projects,
2. The emergence of ANN classifiers with emphasiseah time computation and
adaptation,
3. The availability of real time hardware,
4. The increasing need for surveillance related appbas due to drug trafficking,

terrorist activities, etc.

Face recognition is still an area divacresearch since a completely successful
approach or model has not been proposed to sodvéatie recognition problem. Face
recognition has been an active research area bgdast 30 years. The inadequacy of
automated face recognition systems is especiajpar@mt when compared to our own
innate face recognition ability. We perform faceagnition, an extremely complex
visual task, almost instantaneously and our owiogettion ability is far more robust
than any computer's can hope to be. We can ree@gniamiliar individual under very
adverse lighting conditions, from varying anglesvmw points. Scaling differences (a
face being near or far away), different backgrouwds not affect our ability to
recognise faces and we can even recognise indigidvth just a fraction of their face
visible or even after several years have pasthEurtore, we are able to recognize the
faces of several thousand individuals whom we haeé during our lifetime of their
face visible or even after several years have pasthermore, we are able to recognize
the faces of several thousand individuals whom se=hmet during our lifetime.

Even the ability to merely detéates, as opposed to recognizing them, can
be important. Detecting faces in photographs fdomating color film development
can be very useful, since the effect of many endm@ent and noise reduction
technigues depends on the image content.

People are good in recognition face, it @ at all obvious how faces are

encoded or decoded by the human brain. There dliermsiof neuron in human which
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help us to recognise a face but developing a caatipnal model of face recognition is
quite difficult, because faces are complex, muitirehsional visual stimuli. Therefore,
face recognition is a very high level computer aistask, in which many early vision

technigues can be involved.

Since 1960s, automated methods for mEzogy individual via their facial
characteristic have been developed. Multiples appres have existed to cater
automated face recognition problems to improve f@oegnition accuracy. In 1990s,
automatic face recognition technology moved frobotatory to the commercial world
largely because of the rapid development of thérnelogy. Face recognition uses
selected features in face image to identify indraididentity. The face recognition
system required a camera to capture the face irmadecomparing it with the image
stored in the database. A variety of techniguesshaeen developed that uses the
human face as a basis of human identification. Agsbthem are eigenfaces, neural
network, radial basis function, fuzzy logic, etwes though much research has focused
on development of fully automatic face recognititmacking system, significant
advances have been made in the design of classiiesuccessful face recognition to
overcome the face recognition problems especiatiphline version.

1.1) Fundamental Issues in Face Recognition

The major concern for developing an autarrfate recognition system is, the
system which is robust against variance in illurtiorg expression and pose. Some of

possible problems for a machine face recogniticatesy are mainly:

a) Facial expression changeA smiling face, a crying face, a face with closgds
even a small nuance in the facial expression céectafacial recognition system

significantly.

b) lllumination change: The direction where the individual in the image basn
illuminated greatly effects face recognition susces study on illumination effects on
face recognition showed that lighting the face drotup makes face recognition a hard
task [q.
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c) Aging: Images taken some time apart varying from 5 mintdgésyears changes

the system accuracy seriously.

d) Rotation: Rotation of the individual's head clockwise or ctamclockwise
(even if the image stays frontal with respect t® thmera) affects the performance of
the system.

e) Size of the imageA test image of size 20x20 may be hard to clag&ibyiginal

class of the image was 100x100.

f) Frontal vs. Profile: The angle in which the photo of the individual waken

with respect to the camera changes the systemasgcur

g) At the same time, the system has to take compuatatnd memory cost into

consideration for real time applications.

Although there are a number of face recognitioro@tigms which work well in
constrained environments, face recognition is still open and very challenging

problem in real world applications.

1.2) The Face Recognition System Design:

In face recognition system can badgig into two phases; enrolment phase
and identification phase. Each phase consists wf fieain modules; data acquisition,
pre-processing, features extraction and classificat
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Figure 1.1

1.2.1). Data Acquisition:

This is the entry point of the faceagnition process. It is the module where
the face image under consideration is presentéaetsystem. In other words, the user
is asked to present a face image to the face rdmgrsystem in this module. An
acquisition module can request a face image fromeraé different environments: The
face image can be an image file that is located omagnetic disk, it can be captured
by a frame grabber or it can be scanned from pajtérthe help of a scanner. The
aspects to consider are face orientation and esiprespositioning and size, and also
background. Under photographic category is posidod distance of the camera to
subject, and camera attributes. The images are tak@er control environment and all
the face images are frontal images. Once face impeggented in front of the camera,

the system will automatically detected the fullnftal image. Then, the face detector

Delhi Technological University, Delhi 5



detected the face image which is called canonmzé image. Finally, the face region

or localized face image is cropped for further pss

2

Figurel.

1.2.2). Preprocessing:

In this module we g@at the image to the system. We are use
various technique to enhance our image use to wepitee recognition performance of
the system Lighting gives a high impact duringefaletection. Lighting may cause
illumination problems such as shadow, shading,doaf®tc. This may degrade the face
recognition performance. Thus, to enhance the appea of the image and to eliminate
the effect of lighting and geometric distortiongfprocessing is needed. Various pre-
processing steps may be implemented in a face méamy system such as Image size
normalization, Histogram equalization, Median filbgg (For noise detection), High-
pass filtering, Background removal , llluminatioormalization, etc. To reduce the
geometrical distortion, the face image is resizamgl rescaling into standard size. For
photometric normalization, homomorphic filteringapplying over the face image. The
homomorphic filtering helps in illumination correm by normalized the pixel
intensity. following pre-processing steps may belamented in a face recognition
system:

« Image size normalization It is usually done to change the acquired image s
to a default image size e.g. 128 x 128, on whi@hféte recognition system is
operates. This is mostly encountered in systemsemMaee images are treated as
a whole.

* Median filtering. For noisy images especially obtained from a camaradian
filtering can clean the image without loosing anfpormation.

» High-pass filtering. Feature extractors that are based on facial ostliney

benefit the results that are obtained from an etiection scheme. High-pass
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filtering emphasizes the details of an image sushcantours which can
dramatically improve edge detection performance.

» Histogram equalization. It is usually done when image is either too darkoor
bright in order to enhance image quality and idduseémprove face recognition
performance. It modifies the dynamic range (contraisge) of the image and as
a result, some important facial features becomesrapparent.

* Background removal. In order to deal primarily with facial informatiatself,
face background may be removed in order to prod¢kesimage. This is
especially important for face recognition systemBerg entire information
contained in the image is used. It is obvious tf@atbackground removal, the
pre-processing module should be capable of det@mgithe face outline.

* lllumination normalization. Face images taken under different illuminations
can degrade recognition performance especiallyfdoe recognition systems
based on the principal component analysis in wiictire face information is
used for recognition.

» Translational and rotational normalizations. In some cases, it is possible to
work on a face image in which the head is somehuftes or rotated. The head
plays the key role in the determination of faciehtires. Especially for face
recognition systems that are based on the fron&alss of faces, it may be
desirable that the pre-processing module deternandsf possible, normalizes

the shifts and rotations in the head position.

1.2.3). Features Extraction

The feature extraction is usededuce the dimension of the face space by
transforming it into feature representation. Itiviaé responsible for transforming or
composing the normalized pixel values of the fabage and represents it into an
appropriate representation or feature vector hyirfigp the key features that will be used
for classification. In other word this module isspensible for composing a feature
vector that is well enough to represent the facagen The method used for the
proposed face recognition is PCA. PCA transforntse fanages into a small set of
characteristics feature images called “eigenface®ich are the principal components

of the initial training set of face images [2]ukes more information by classifying face
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based on general facial pattern. These patterngd@deatures of the face and other
information. PCA is currently the common and md#ative feature extraction method

for face recognition.

1.2.4). Learning and Classification:

Classification help us inding pattern in the data, extracted features of
the face image is compared with the ones storefhde database. After doing this
comparison, face image is classified as either knaw unknown.The system
determined a label for each person. This labelutraatically assigned a unique
identification number on their first representatibvat helps us in classification. With
the help of feature extraction and the classifaratnodules we adjust their parameters

in order to achieve optimum recognition performabgenaking use of training sets.

1.3) Motivation :

The applications and the difficulty fafce detection make face detection an
interesting problem. Would you know how is it thantans are so easily able to
distinguish a familiar face from a crowd? Takingtja fraction of a second, the ability
to recognise faces so effortlessly is one of thestrmemarkable attributes of human
vision. Face detection plays an important roleéoitlay’s world. They have many real
world applications like human/computer interfaceyveillance, authentication and
video indexing. However research in this field 8l young. Face recognition in a
perception system from human beings seems instechiut it is really a tough and
complex task for a machine-based system. Althohghdbctor, engineer, scientists are
working hard in the field of human face recognitidrut their contributions to the
mathematical models and engineering solutions fonaghine vision system are not
satisfying. Therefore, researchers from the compstéence are constructing many
numbers of mathematical and computational modets dadicated algorithms, which
may cover the field of artificial intelligence, 8#dical learning, image processing and

even video signal processing. Mug-shot matchingwdrcontrol, user verification and
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enhanced human computer interaction would all becpossible if an effective face
recognition system could be implemented. |A] terms of recognition precision, even
the most successful state-of-the-art face recagnitechnology in general is still far
from the level of our human systems.

Most concerned problem with theefarecognition lighting changes,
indoor outdoor changes, pose variations and elapisesl databases are the critical
parameters which greatly influence the performaofca face recognition system. The
main problem in video surveillance is to identifyyandividual in a complex scene, i.e.
a system that automatically detects the faces presea scene and normalizes them
with respect to pose, lighting and scale and tmes to associate the face to one or
more faces stored in its database and gives thefsktces that are considered as
“nearest” to the detected face.

Here, we are proposing an algorithm Far tace recognition based on fusion of
multiple recognizers namely Fisher’s linear disénamt (FLD) and eigen-face so that
we can overcome the limitation of single recogniaed improve the performance of
the overall recognition system. The images of adwiface lie in a complex subset of
the image space that is unlikely to be modellecalsingle linear subspace, we use a
mixture of linear subspaces to model the distrdoubtf face and non-face patterns. This
approach is used to overcome the drawback of tpendiace approach by integrating
Fisher’s linear discriminant (FLD) criteria, whitetaining the idea of the eigen-face in
projecting faces from a high-dimension image sp&gea significantly lower-
dimensional feature space [8].

Another, maybe more important motivation ofid recognition is that expression
itself is an efficient way of communication: it'ataral, non-intrusive, has shown that,
surprisingly, expression conveys more informatioant spoken words and voice tone.

To build a friendlier Human Computer Interface,daecognition is essential.
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1.4). Goal:

This thesis aims is to cover aevidinge of face recognition techniques,
including the technical background, ideas, concepid some of the more practical
issues involved in the face recognition system. &mphasis will be on research into
methods of improving existing systems, while introthg new approaches and
investigating unexplored areas of research. Althotige focus will tend towards the
theoretical, presently we will prototype the algoms to verify and identify
applications applied to real-world problem. We wailso touch upon some of the more
practical implementation issues that arise whengusuch systems in the real world,
highlighting additional work or technology that mubke realised before a final
application is implemented. The ultimate aim w#l to produce a fully functional face
recognition engine which is not impaired by somehef shortcomings of existing face
recognition systems.

More specifically, my aim to address the followisgues in the thesis:

* Give an overview of existing face recognition syséeand the current state of
research in this field.

» Identify the problems associated with existing fem@ognition systems and
possible avenues of research that may help to ssitinese issues.

* Improve the effectiveness of existing face recagnialgorithms, by
introduction of additional processing steps or dalapn of the method.

» Design and implement novel face recognition apgreactaking advantage of
the newly emerging technology.

* Analyse and evaluate a range of face recognitistesys in order to identify the
advantages and disadvantages offered by the vaamureaches.

e Determine the most effective method of combininghudologies from the
range of face recognition techniques, in orderctueve a more effective face
recognition system.

« Evaluate this final face recognition system andgené results in a standard

format that may be compared with other existing fa@ognition systems.

Delhi Technological University, Delhi 10



« Identify limitations of the final face recogniti@ystem and propose a line of

further research to combat these limitations.

1.5). Organization of the Thesis:

The organization of this thesis as follows

Chapter 1: This chapter gives the brief informattout the Face recognition and how

it is use and what is the purpose and application o

Chapter 2: This chapter presents the historicakwarried out in this area and the state
of the art in Face Recognition System. All the wddscribed in this chapter is related

to the Parallel technology used in this field.
Chapter 3: This chapter contains the informatioauatResearch methodology of face
recognition algorithm. And in the same chapterdpmse my algorithm.

Chapter 4: This chapter presents the Experimeetsllis comes from the software

application program and summary are supplemented.
Chapter 5: In this chapter we briefly discussedctimsion of thesis.

Chapter 6: In this chapter we briefly discussedufatwork in the field of face

recognition system.

Chapter 7: enlists the references used throughwmaittiiesis are mentioned in this

section.
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CHAPTER 2:

Literature Review

2.1). Objective:

Face recognition is a patterrogeition task performed specifically on the
faces of individual. We can classify a face eitiknown" or "unknown", after
comparing it with stored known individuals. It i@ desirable that we have a system
that has the ability of learning to recognize ankssify a unknown faces.
Computational models of face recognition must asilseveral difficult problems. This
difficulty arises from the fact that faces mustrbpresented in a way that best utilizes
the available face information to distinguish atisafar face from all other faces. Faces
pose a patrticularly difficult problem in this respdecause all faces are similar to one
another in that they contain the same set of featauch as eyes, nose, mouth arranged
in roughly the same manner. In this chapter wegaieg to study some of parallel

technology that is currently using by researchéh@area of face recognition.

2.2). Review on the operation of biometric system:
A biometric system is basicallyattern recognition system that acquires

biometric data from an individual person, extratts salient feature set from the data
of individual person, compares this feature seirefjaghe feature set that is stored in the
database and executes an action based on the oésiét comparison [9]. We can be
divided generic biometric system into four main mled: a sensor module; a quality
assessment and feature extraction module; a databadule; and a matching and

decision module.

2.2.1)._Sensor_ modulen order to acquire the raw biometric data of adiviual,

a suitable biometric reader, physical system onrseris required. Therefore the sensor
module can be defined as the human machine ingerfawd is pivotal to the
performance of the biometric system. A poorly desdjinterface can result in a high
failure-to-acquire rate and consequently low usseptability. So that a good quality

sensor is required.
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2.2.2). Quality assessment and feature extractionadule: The quality of

the biometric data acquired by the sensor is fisgessed in order to determine its
suitability for further processing. In most of tbases, the acquired data is subjected to
a signal enhancement algorithm in order to impribneequality. However, if the quality

of the data is not very good or poor, the user bl asked to present the new data
again. After quality assessment, the biometric gathen processed and a set of salient
discriminatory features extracted to representuhederlying trait. During enrolment,

this individual feature set is stored in the dasgband is commonly referred to as a

template.

2.2.3). Database module:This module acts as the storage of biometric

information. During the enrolment process, thevidlial feature set extracted from the
raw biometric sample that is stored in the databa@leeg with some biographic
information that characterizing the user. The daature during the enrolment process
may or may not be supervised by a human dependinthe application. It may be
supervised or unsupervised. For instance, a usanpting to create a new computer
account in her biometric-enabled workstation magcped to enroll her biometrics
without any supervision; on the other hand, a ped&siring to use a biometric-enabled
ATM will have to enroll her biometrics in the prese of a bank officer after
presenting her non-biometric credentials. Figudeshows how the enroliment is done

in biometric systems.

User ——| Sensors |—|  Quality |—| Featue | Database
Assessment Extraction

Figure 2.1: Enrolment Processes in Biometric Systesn

2.2.4). Matching and decision moduleMatching is a process that the extracted

features from individual are compared with the eiotemplates to generate match

scores. In a face-recognition based biometric gaystee number of matching feature
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between the input and the template feature sewdeisrmined and a match score
calculated. The match score may be moderated byualdy of the presented biometric
data set. In a decision process, the match scoeessad to either validate a claim to
identity or provide a ranking of the enrolled id&éas in order to identify an individual.
Generally, biometric systems can Iperated either in user verification or
identification mode. In the verification mode, tBgstem validates the individual's
identity by comparing the captured biometric featwith her own biometric template
stored in the system database. The system opeaatese-to-one comparison to
determine whether the claim done by user is trueobr Verification is generally used
for positive recognition, where the aim is to pravenultiple people from using the

same identity. Figure 2.2 shows how the verifiaai®done in biometric systems.

Claim
User ! Sensors —» Quality | | Feature 4._. Database
Assessment Extraction
Decision
Module

:

Genuine/Impostor

Figure 2.2: Verification processes in biometrics stems

In the identification mode, the system recognizesirdividual by searching the
templates of all the users in the database for whmd@he system performs a one-to-
many comparison to establish an individual’'s idgnwithout the subject having to
claim an identity. If the subject is not enrolledthe system database, the system will
not be able to identify the subject’s identity. \liéhtraditional methods of personal
recognition such as passwords, PINs, keys and $okeay work for positive

recognition, negative recognition can only be dg&hbd through biometrics.

2.3). Overview of the face recognition system:

Generally, faces are used to recognize individinatsur daily lives. Advancements in
technologies such as computing, image processidgoatiern recognition enable face

recognition automatically. Research in automatoe feecognition is motivated not only
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by the challenges it poses but also by the numermadical applications where human
identification is required such as security systepredit card verification, criminal
identification user verification, user access ocoiptcrowd surveillance, enhanced
human computer interaction. Face recognition hasiymadvantages over other
biometric technologies because it is natural, ntoagive and easier to use. Automatic
face recognition can be used for both identificatmd verification mode.

Two popular approaches in faaogaition system are geometric (featured
based) and photometric (appearance base). The gemahbased approach uses spatial
configuration of facial features of human. Main getrical features of the face, such as
the nose, eyes and the mouth are firstly locateldtlzen faces are classified on the basis
of various geometrical position and distances argles between features of individual.
Although it is economical, efficient in achievingitd reduction and is insensitive to
variations in illumination, automated detectionfatial features and measurement of
their positions are very challenging task in raéd bpplication. Appearance-based
subspace representation is computationally motalsiai here crucial assumption made
in matching is that prototypes are representativquery face images under various
conditions. Therefore, the location and scale of tuery face image must be
normalized before it is compared to the trainingngkes in the subspace in the

database.

Many different face algorithms wedeveloped, as the interest in face
recognition research grew. Some of algorithms hbheen well studied in face

recognition literature are:

Principal Component Analysis (PCA)
Linear Discriminant Analysis (LDA)
Tensor Analysis

Fuzzy Clustering Approach

Gabor Filters

Hidden Markov Models (HMM)
Support Vector Machine (SVM)
Bayesian Framework

Kernel Methods

3-D Morphable Model
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2.4). Parallel Tech. Available:

Today there are many techniques working in thisl fisome of them are:

2.4.1)._Face Recognition using Tensor Analysis:

Human recognition processes consider a broad speatf stimuli obtained from
many, if not all, of the senses. The human braia omplex system that probably
applies contextual knowledge to recognize faceis. fiitile to even attempt developing
a computer system using existing technologiesdaatclosely resemble the remarkable
ability of facial recognition in humans. Howevehet key advantage that such a
computer system would have over a human classdielue to the limitation of the
human brain to accurately remember a large dataifasdividuals.

Over the past couple of decades, face recognhias emerged as one of the
primary areas of research in pattern recognitidre fact that it has numerous potential
applications in biometrics, surveillance, human-pater interaction, video based
communication, and the emergence of technologiasehable the implementation of
these algorithms in real-time are the main reasanthis trend. All of the existing FRT
systems suffer from a dip in performance whenelerdata acquisition systems suffer
from a change in pose, illumination and expressiasilescuet al.[11] tried to solve
the problem of facial recognition using Tensor As#. They identified the analysis of
an ensemble of facial images resulting from thelaence of multiple factors related to
scene structure, illumination, and viewpoint asrabfem in multilinear algebra in
which the image ensemble is represented as a hdijmensional tensor. FRT systems
can be broadly classified into two groups dependingvhether they make use of still
images or video. The focus was only to develop R Bystem that made use of static
images.

Image is represented as a object in image rémgnBased on image object
representation, all the algorithms can be roughdgsified into two categoriegnage-
as-vectorand image-as-matrix An example of anmage-as-vectorapproach is the
Tensor face technique and its extensions. Tenserripresents a 2-D gray-level image
as a 1-D vector and organizes the image ensembtiffeyent persons under different
illumination, pose and expression into a high-ot@éasor. tensors define multi-linear

mappings over a set of vector spaces. Althomgige-as-vectoandimage-as matrix
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techniques both apply high-order decomposition tarem effectively utilize
relationships among the image, their motivations different. Tensor face aims to
utilize relationships amongxternalfactors such as illumination, pose and expression,
whereasimage-as-matrixmethods aim to characterize the variations amotegynal
factors of an image object, such as image colunougs, and Gabor features.

There are so many work has done on thisntdoyy. Feiping Nie , Shiming
propose the local tensor discriminant analysissigoervised dimensionality reduction
[15] . He solve the problem of selecting the suitable disiens and propose an
algorithm to extract the optimal dimensionality focal tensor discriminant analysis.
Tao et al. [18] extended quadratic programming-based suppectov machines and
second-order cone programming-based min-max prhyatyiachines to their related
tensor-based versions. X. HeD. Cai, and P. Niyogi[17] extended their proposed
locality preserving projections algorithm to hangdéeond-order data tensors (matrices).
This technique was further extended to tensor iR handles general tensor input.
Dai and Yeung [16] additionally extended neighbaath preserving embedding, which
is the direct linearization of LLE and also locasaiminant embedding (LDE) [12],
which is a variant of classical nonparametric L0, tensor NPE and tensor LDE,
respectively. Toan, Park and Lee[21] propose a Inowethod based on 3D tensor
voting is proposed for enhancing text image biraian. The 3D tensor voting is used
to detect corrupted regions by analysing surfade®x stroke and background in a
binary image. Our method is effective on binary ges having gaps in text stroke or
noise regions in background. M. A. O. Vasilescu &ndlerzopoulos [11] introduced
tensor algebraic framework for the appearance-basedysis and recognition of
images that elegantly and effectively deals witl thultifactor variation inherent to
image formation . And they use nonlinear apprdacexploits multilinear algebra the
algebra of higher-order tensors. Xu Yen-Wei andahaki Igarashi[19] adopt a tensor-
based subspace learning method (TSL) for pose asststhand organize 2D multi-pose
images as tensor form and apply tensor decompodibiduild a projection subspace.
They proposed a tensor-based subspace learningdn€fBL) that makes possible the
synthesis of human multi-pose facial images frosmgle 2D image. They organize 2D
multi-pose images in a tensor form and apply tedeeomposition to build a projection
subspace. An input 2D image is projected into thejeption subspace to get a

corresponding identity vector. The identity vect®rused to generate the novel pose
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images. Yi Jin, Qiu-Qi Ruan, Yi-Zhi Wang[20] progo#s tensorization, the Locality
Sensitive Discriminant Analysis with tensor reprgaéion. The algorithm is motivated
by the Locality Sensitive Discriminant Analysis [@8) algorithm, which aims at
finding a projection by maximizing the margin beemedata points from different
classes at each local area.

Now days it has become more and rpogauilar to utilize the image data as
high order tensor representation for feature ekita@nd dimensionality reduction[13]
propose by Xuelong Li, in which the local geomepioperties within each class are
preserved according to the locally linear embedd{(h4E) criterion, and the
separability between different classes is enfotmethaximizing margins between point
pairs on different classes, as graph-embeddingenark [14] which is also based on
these dimensionality reduction methods which isyveglpful in the field of image
recognition.Tensor based discriminant analysis directly trélatsdata as tensor, and
thus effectively avoids the problems derived froeating data as vectors.

They identified the analysis of anemble of facial images resulting from the
confluence of multiple factors related to scenadtire, illumination, and viewpoint as
a problem in multilinear algebra in which the imagesemble is represented as a
higher-dimensional tensor. This image data tensoddécomposed to separate and
parsimoniously represent the constituent factorsake of facial image data used in our
experiments, the various variables are people, sjiellumination and pixels.
Multilinear analysis enables us to represent eaelsqm regardless of pose and
illumination with the combination of different basensors (similar to the case of
EigenFaces).

The common problem that is faced wivenking with high dimensional data
such as gene expressions or large image databasts find lower dimensional
structures hidden in a much higher dimensional mfasen space. Isometric Feature
Mapping, popularly known as ISOMAP is often useddtve dimensionality reduction
problems. Some of the traditional methods for disn@mality reduction are Principal
Component Analysis (PCA) and Multidimensional SogliMDS). However, these
techniques assume that the data points lie onearisubspace of the high dimensional
input space and cannot be used to capture anyeinhaon-linearity of the data. The
advantage of ISOMAP over these linear techniquesaher non-linear techniques is
that it is capable of efficiently calculating a lgidly optimal solution. It is possible for
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two points to be extremely close in the originatadas measured by their Euclidean
distances but can be extremely far apart in theetodimensional manifold when
measured by the geodesic or shortest path distameesetric Feature Mapping,
popularly known as ISOMAP is often used to solvaehsionality reduction problems
[10].

In order for Tensor Analysis to kseful, it is required that we have each and
every image of all the subjecise( with all poses and illuminations). However, it istn
reasonable assumption in case of real life apjpicat

Advantages:

1. Itis evident that ISOMAP is an excellent dimensility reduction technique for
facial data.

2. A nearest neighbor classifier when applied to thveel dimensional embedded
data results in extremely high face recognitioruaacy.

Disadvantage:

1. Itis only asymptotically guaranteed to convergéhmactual structure.

2. ltis likely that the obtained model can changaasber of data points increase.
3. The location of face is not same in all imagesalbthe subjects.

4. It could create major problems as the number afiddals in the database

increases.

2.4.2). A Fuzzy Clustering Approach for Face Recogimn:

The face patterns are divided into severallsscale neural networks based on
fuzzy clustering and they are combined to obtaenrdtognition result. the application
of fuzzy sets in a classification function causks tlass membership to become a
relative one and an object can belong to seveustals at the same time but to different
degrees.[22]

A new concept fuzzy curve for deterimg structure of FNN’s was proposed
by Y. H. Lin and G. A. Cunningham [23]. This appebas a heuristic one, it is not easy
to determine the architecture and the performandeS. R. Jang [24], gives the
structure of the adaptive-network-based fuzzy ariee system (ANFIS) is mainly

determined by expert knowledge. In [25], C. T. lpnoposed the self-organizing
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learning scheme for structure learning. A hierazally self-organizing approach was
used in [26] that is given by K. B. Cho and B.H. Mja He tells about adaptive based
fuzzy system that is used with Radial basis fumcaod tells their applications in the
system identification and prediction C. F. Juang & T. Lin [27], describe the
structure to determined by clustering the inputcsepat provide fuzzy interface
network. R. P. Li and M. Mukaidono [28] propose sieple and effective method
whereby the structure is identified by input—outgata pairs rather than by only input
data was presented. A new concept fuzzy curvedterthining structure of FNN’s was
proposed in [29]. As this approach is a heuristie,at is not easy to determine the
architecture and the performance. Shigian Wu ancgVidoo[30] implementing
Takagi—Sugeno—Kang fuzzy systems based on thededdRBF neural networks and a
novel learning algorithm based on the dynamic yumeural networks using the
pruning technology, significant neurons are setésie that a high performance can be
achieved. Neurons can be recruited or deleted diadign according to their
significance to system performance. B.-J.Park, \Wyz and S.-K.Oh [31] proposed a
comprehensive and efficient framework of informat{data) granulation, and involves
a hard C-means (HCM) clustering method and geragorithms(CAS). The main
propose is to cast the problem in the setting abtering techniques and genetic

algorithms.

Fuzzy neural networks (FNN), that isemded to capture the advantages of both
fuzzy logic and neural networks. The level of gianity of fuzzy sets helps establish a
required level of detail that is of interest in tjigen modelling environment. The form
of the information granules themselves becomesngroitant design feature of the

fuzzy model, contributing to its structural as wasl parametric optimisation.

Commonly the membership functions ofizazly system are designed according
to the experience of an expert who knows the belawf a process. Fuzzy clustering
in the input-output space is a technique widelydusecreate the membership functions
of a fuzzy system. Applying the clustering techmisiuve can also obtain fuzzy sets that
are utilized to model the antecedents of the nuldazzy systems. This is realized with
the projection of the fuzzy sets. In order to gateerthe fuzzy rules a clustering
algorithm is applied to the input data. Once thestdrs are generated, the membership

functions of the fuzzy system are created by ptojgdhe clusters to the axes of the
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input data. These membership functions can be tsefine the antecedents of the
fuzzy rules.

The fuzzy c-means (FCM) algorithm Isascessfully been applied to a wide
variety of clustering problems. These are the ngpr@aches for the FCM. These
approaches were called fuzzy-possibilistic c-me&fCM, and possibilistic-fuzzy c-
means, PFCM. These
are giving one of the major contributions is, thesgorithms overcomes the noise
sensitivity of FCM. However, these algorithms wdsdtter for unlabeled data, and for
this project we need an algorithm which can utilize labels of the data for a better
performance. One of the most widely used algoritHarsfuzzy clustering is Gath-
Geva. The advantages of the GG algorithm is thearit utilize the label of the data to
create fuzzy clusters in order to construct the@dents of a fuzzy inference system.

2.4.3).Eace Recognition using Gabor Filters:

Design a robust and accurate classifiesuch a nonlinear and non-convex
distribution is difficult work. One approach to ftify the complexity is to construct a
local appearance-based feature space, using a@teopmage filters, so that the
distributions of faces are less a by various chan@Gabor wavelet-based features have
been used for this purpose.

Face recognition using Gabor featuras attracted considerable attention in
the field of computer vision, image processingtgrat recognition etc. The principal
motivation to use Gabor filters is biological redexce that the receptive field profiles of
neurons in the primary visual cortex of mammals @iented and have characteristic
spatial frequencies. Gabor filters can give salieisual properties such as spatial
localization, orientation selectivity, and spatiflequency characteristics [32].
Considering these overwhelming capacities andréatgsuccess in face recognition.

There are so many algorithm proposedesgarcherLades et aldeveloped a
Gabor wavelet based face recognition system usymgudic link architecture (DLA)
framework which recognizes faces by extracting Gajgds at each node of a
rectangular grid over the face image [38]skott et al subsequently expanded on DLA

and developed a Gabor wavelet-based elastic buiagih gnatching (EBGM) method to
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label and recognize facial images [34Jju and Wechslethave developed a Gabor
feature based classification protocol using thehéfisinear discriminate model for
dimension reduction [35Shan et alhave developed an enhanced fisher model using
the AdaBoost strategy for face recognition [3djang et abroposed a face recognition
method using histogram of Gabor phase pattern [3@hbor transform is used in [38]

is robust for the expression, the posture andIthmination. Reference [39] tells how
to constructs an eyes feature template and enarggtibn. Those eyes location
methods are used on the assumption that the faamgesrhave been exactly located, or
with clear background. However, the accuracy ofsegeation is affected by various
factors in the images.

A biometric face recognition systemdsasn local features informative feature
locations in the face image are located by Gabtargi which gives as an automatic
system that is not dependent on accurate deteatitacial features.

The feature locations are typically located at pass with high information
content (such as facial features), at each of thesdions we extract a feature vector
consisting of gabor coefficients. Gabor filter werls a bandpass filter for the local
spatial frequency distribution, achieving an opflimesolution in both spatial and
frequency domains. The Gabor representation of @ famage is computed by

convolving the face image with the Gabor filter8][4

Fig. 2.3 Gabor Feature

Gabor filter works as a band pass fiiberthe local spatial frequency distribution,

achieving an optimal resolution in both spatial &eduency domains. Design of
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Gabor filters is accomplished by tuning the filgth a specific band of spatial
frequency and orientation by appropriately selegthre filter parameters. The Gabor
representation of a face image is computed by demgpthe face image(intensity of
pixel) with the Gabor filters.

Gabor filter based on feature selectimihods are normally computationally

very expensive due to the characteristics of higiedsional Gabor features.

e S
=14

x4
/%‘ F
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Disadvantage:
0) Gabor filter based feature selection methods anemally computationally

expensive due to high dimensional Gabor features.
@y Its huge number of features often brings about pheblem of curse of
dimensionality.

@iy ~ Gabor features are usually very high-dimensiontd dad there are
redundancies among them.
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CHAPTER 3:

Research Methodology

3.1). Introduction:

Much of the earlier work in humarmagnition faces has focused on detecting
features of individual such as the eyes, nose, moand head outline. Eigen-face
approach, is one of the earliegipearance-basefhce recognition method, which was
developed by M. Turk and A. Petland[42]. As muchrdsrmation theory is concerned
the main aim is to extract the relevant informatiam a face image and encode it very
efficiently and compared encoded face with a da@abaf models. In mathematical
terms we can say that it is finding the principaiponents of the distribution of faces,
or the eigenvectors of the covariance matrix oetaf face images. The main aim
behind this procedure is that the face space l@asex dimension than the image space
and that the recognition of the faces can be paedrin this reduced space. Other
promising methods in this literature include Fish&iscriminant Analysis (FDA) [63]
.Face recognition using LDA/FDA is called the Fisface method. This method seeks
to find a linear transformation to maximize thevibetn-class scatter and minimize the
within-class scatter. Most face-recognition aldons are in some sense minimum
distance classifiers and hence make use of the conttuclidean distance.

These methods are pattern recognitchniques widely invoked in various
face recognition approaches. Here we are represehtto well-known appearance-
based recognition schemes utilize principal compbaaalysis (PCA) and Fisher linear

Discriminant analysis (FLD).

3.2).EIGENFACE METHOD:

Previous work on automated face recognition hasrigph the issue like what
aspects of the face stimulus are important for f@®gnition. This suggests use of
information theory approach of coding and decodofgface images and mainly

emphasizing on the significant local and globakdess of the image. These features
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may or may not be directly related to our intuitivetion of face features such as the

eyes, nose, lips, and hair.

In information theory, the important information & face is extracted and
encoded as efficiently as possible, and then coedpaith stored image. A simple
approach to extracting the information containecrnimage of a face is to somehow
capture the variation in a collection of face imggedependent of any judgment of

features, and use this information to encode antpeoe individual face images.

Robust face recognition schemes require both Ionedsional feature
representation for data compression purposes dmahead discrimination abilities for
subsequent image retrieval. The representation adsthusually start with a
dimensionality reduction procedure since the highemsionality of the original visual
space makes the statistical estimation very diffiagtinot impossible, due to the fact
that the high-dimensional space is mostly empty.e Quof the most popular
representation methods for face recognition ar@ckral Component Analysis for
dimensional reduction. In mathematical terms, thencpal components of the
distribution of faces, or the eigenvectors of tliwariance matrix of the set of face
images, treating an image as point (or vector) imesy high dimensional space is
sought. The eigenvectors are ordered, each onestieg for a different amount of the
variation among the face images. The basic iddaGA for dimension reduction is to
keep the (top n) largest nonzero eigen values lamatdrresponding eigenvectors. The
idea of this approach is correct from image congoespoint of view; keeping the
largest nonzero principal components means thatkeep most of the energy
(information) of that image by projecting into lomeimension subspace.

These eigenvectors can be thought of as a set aifires that together
characterize the variation between face imagesh itaage location contributes more
or less to each eigenvector, so that it is possbldisplay these eigenvectors as a sort
of face image which is called an "eigen-face".

Each eigen-face deviates from uniform gray whemesdacial feature differs
among the set of training faces. Eigen-faces canidged as a sort of map of the
variations between faces. Each individual face lmamepresented exactly in terms of a
linear combination of the eigen-faces. Each face alao be approximated using only

the "best" eigen-faces, those that have the larggsin values, and which therefore
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account for the most variance within the set oefamages. If the eigen values drops
very quickly, that means one can represent thesfagth relatively small number of
eigen-faces. The best M eigen-faces span an M-diimieal subspace which we call the
"face space" of all possible images. This methodls® called principal component
analysis. PCA has been used in face recognitiomggrant recognition, human-made
object recognition, industrial robotics, and mobdéotics.

Eigenface technique is a method used for face retog for many years.
Mathematically, Principal component analysis apphowill treat every image of the
training set as a vector in a high dimensional spdbe eigenvectors of the covariance
matrix of these vectors would incorporate the \tamaamongst the face images. Each
image in the training set would have its contribntto the eigenvectors (variations).
The training data set has to be mean adjustedéefdculating the covariance matrix
or eigenvectors. The average face is calculatedhimreach image in the data set and
difference is calculated from the average face H®y tector. This is actually mean
adjusted data. PCA will compute a vector that Ihaslargest variance associated with
it. In other word we can say that Principal Compung&nalysis (PCA) can be used to
find a subspace whose basis vectors corresportetmaximum-variance directions in
the original space. The high dimensional space waitlthe eigen-faces is called the
image space (feature space). If the eigen-face svithll eigen values are neglected,
then an image can be a linear combination of retlncenber of these eigen-faces. The
face image to be recognized and then projectedhenfdce space. The Euclidean
distance between the image projection and knowjegtions is calculated. The face
image is then classified as one of the faces withmum Euclidean distance [52].

They calculated a best coordingi#esn for image compression, where each
coordinate is actually an image that they termededgen-picture”. Any collection of
face images can be approximately reconstructeddoyng a small collection of weights
for each face, and a small set of standard pictuféss method is used for the

dimensionality reduction.
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Figure 3.1
The eigenface images calculated from the eiggove of L, span a basis set

with which to describe face images. S M' can béigent for identification, since we
does not require an accurate reconstruction ofirttege. Our main framework was
identification of a pattern recognition task. A néace image is transformed into its
eigenface components projected onto "face spadei’s describes a set of point by
point image multiplications and summations, operei performed at approximately
frame rate on current image processing hardwasd. dascribes the contribution of
each eigenface in representing the input face inmiagating the eigen-faces as a basis
set for face images. The feature vector is them usea standard pattern recognition
algorithm to find which of a number of predefinexté classes, if any, best describes
the face. But there are some problem with thecifri@ Component Analysis. A.
Pentland, Starner, Etcoff, Masoiu, [51] have emgily shown that superior face
recognition results are achieved when the firstghgigenvectors are not used (because
the first three eigenvectors seem to representgasam illumination). It has been
recently shown that the elimination of more thare¢heigenvectors will, in general,
worsen the result.

To start with the Eigen-face Aliglom, there are different eigenspace-based
approaches for the recognition of faces have beepoged by researcher. They differ
mostly in the kind of projection method used, estandard, differential, or kernel
eigenspace, in the projection algorithm employedihe use of simple or differential
images before/after projection, and in the simyamatching criterion or classification
method employed. A lot of work has been alreadyedon this technology from last
two decade. PRINCIPAL component analysis (PCA) &isown as Karhunen- Loeve
expansion, is a classical feature extraction artd da@presentation technique widely
used in the areas of pattern recognition and coenpasion. Sirovich and Kirby [53],
[54] first used PCA to efficiently represent piaarof human faces. They argued that
any face image could be reconstructed approximaslya weighted sum of a small
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collection of images that define a facial basigdaiimages), and a mean image of the

face.

In 1991, Principal Component Arsid was used for face recognition by
Turk and Pentland [42]. Later, local auto correlasi were used for face recognition by
Frangois and , Takashi [43]. They focus on thedift problem of recognizing a large
number of known human faces while rejecting othknown faces which lie quite
close in pattern space. Michael Julien Budynek, &hajeru proposed an automated
method for classification of single facial imageaswpresented in [44]. In which they
propose algorithm that automatically classifyingidghimages based on labelled graph
matching and linear Discriminant analysis. Philligs.al described the FERET
evaluation methodology for face recognition aldons [45].FERET is design to
evaluate the performance of laboratory algorithnictviprovide feasibility of automatic
face recognition technolgy. Liu and Wechsler uskdpe and texture based fisher
classifier [46]. Later, Principal Component Anaf/swas compared with Linear
Discriminant Analysis by Aleix M. MartdAnez, and #ash C. Kak [47]. They desolve
the myths that generally the algorithms based o@ I(Dnear Discriminant Analysis)
are superior to those based on PCA (Principal Compis Analysis). In this
communication, they show that this is not always ¢thse. They gives mathematical
prove that when training data set is small, PCA catperform LDA and, also, that
PCA is less sensitive to different training datésseGabor based Kernel PCA with
fractional power polynomial model were used by inj48]. He details how the novel
Gabor-based kernel PCA method With fractional powsynomial models for face
recognition. Gabor wavelet representation derivesirdble features characterized by
spatial frequency, spatial locality, and orientatiselectivity. These features have
variations due to illumination and facial expressidnd then kernel PCA works on the
Gabor wavelet representation and nonlinearly derisv-dimensional features that
incorporate higher order statistics. Finally, tlovel Gabor-based kernel PCA method
applies fractional power polynomial models for faeeognition. Yang et.al proposed
two dimensional PCA for face recognition [49]. Thappose a straightforward image
projection technique, two-dimensional principal gmment analysis (2DPCA) which is
opposed to conventional PCA, 2DPCA is based on 2Dioes rather than 1D vectors.

In which the size of the image covariance matrimgDPCA is much smaller. The
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main advantage is that it is easier to evaluagectivariance matrix accurately and less
time is required to determine the correspondingragctors. In 2005, Locally Linear
Discriminant Analysis (LLDA) was used for face rgottion [50]. The idea of the
proposed approach is that global nonlinear datectstres are locally linear and local
structures can be linearly aligned. Single clagsatb, even if multimodally distributed,
are transformed into a cluster that is as smafiasible, with a maximum distance to
the different class objects, by a set of localhe&r functions. If images of a face class
in different poses have similar representationthéntrained global subspace, it is much
easier to recognize a novel view image even wheimgle model image is provided.
Janarthany [55] proposes an approach to face rammgwhere the facial expression in
the training image and in the testing image divenge only a single sample image per
class is available to the system. The input tosystem is a frontal face image with
neutral expression and identical background wheeestibjects’ hair is tied away from
the face. In 1997, Pentland and Moghaddam propasdifferential eigenspace-based
approach that allows the application of statistizaalysis in the recognition process
[56]. The main idea is to work with differencesweén face images, rather than with
single face images. In this way the recognitionbfgm becomes a two-class problem,
because the so-called “differential image” contam®rmation of whether the two
subtracted images belong to the same class orffieratit classes. In this case the
number of training images per class increases gbdstatistical information becomes

available and a statistical classifier can be dsegerforming the recognition.
Drawbacks:

1. If this information changes due to face backgroumedpgnition performance
can significantly decrease.

2. The recognition performance decreases quickly asl Isé&ze or orientation is
misjudged. So input image must be close to thathef eigen-faces for the
system to work well which is not always possible.

3. The recognition performance decreases exponentfatigrrect training set is

not selected because it’s follow unsupervised legrn

B

It is not scale and light condition invariant.
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3.3). FISHERFACE METHOQOD:

Linear reducing the dimensionalitytoé features space of image, i.e., feature
extraction, is a most common technique in sta@istiattern recognition i.e. typically
used to lower the size of statistical models anefcyme estimation problems, and it is
often resulting in an improved classifier accuratythe lower-dimensional space of
image. Fisher Linear Discriminant analysis is ptoipdhe most well-known approach

to supervised linear dimensionality reduction[63].

Fisher Linear Discriminant (FLD) hescently emerged asraore efficient
approach for extracting feature for many patteassification problems than traditional
principal component analys{(®CA). One widely used discrimination criterion in the
face recognition community is the Fisher linearddiminant which defines a projection
that makes the within-class scatter small and ttevden- class scatter larde.other
words we can say that FLD are based on maximizatidretween-class variance and
minimization of within-class variance. As a resuf,D derives compact and well-
separated clusters. elongs to a more general type of methods, Lindacribninant
Analysis (DA), which aims to find a projection direction to besparate the classes.
More specifically, FLD uses theFisher Criterion as the objective function which

measures the degree of separation between classes.

Fisher’s Linear Discriminant (FLD) is amample of aclass specific methoadn
the sense that it tries to “shape” the scatter rieioto make it more reliable for
classification. This method seleasgthogonal matrix of imagen such a way that the
ratio of the between-class scatter and the witl@sscscatter is maximized.

Fisher’'s Linear Discriminant is a “d&sl’ technique in pattern recognition
first developed by Robert Fisher in 1936 for taxomoclassification [57]. Ming-Hsuan
Yang[58] propose the use of Kernel Principal Congra Analysis and Kernel Fisher
Linear Discriminant for learning low dimensionapresentations for face recognition.
The aim of Eigen-face and Fisherface methods fetbprojection directions based on
second order correlation of samples data, andntfligives generalizations which take
higher order correlations into account and alsoimipes the class separation. Because
Since much of the important information may be aomd in the high order

dependencies among pixels of a face image. Chengu{®9] introduces a novel
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Gabor—Fisher Classifier for face recognition. Thab&@-Fisher Classifier method
applies the Enhanced Fisher linear Discriminant &ad an augmented Gabor feature
vector derived from the Gabor wavelet represematb face images. This method
provide the derivation of the augmented Gabor featector, whose dimensionality is
further reduced using the Enhanced Fisher lineacrininant Model by considering
both data compression and recognition performatica; help in development of
multi-class problems and provide an extensive perémce evaluation studies.
Dattatray and Raghunath propose [60] face recagnitiat uses Gabor wavelets with
five scales and eight orientations that derive rdese facial features characterized by
spatial locality, spatial frequency, and orientatiselectivity that overcome the
variations due to illumination and facial expressohanges.

Xiang, Fan, and Lee[61] overcaime problems if the number of classes is
small for FLD by a recursive procedure by calculgtihe Discriminant features. At
every step, the calculation of a new feature veutidirbe based upon all the feature
vectors obtained previously. More specificallyeath step when a new feature vector
is calculated, the : training samples have to be-ppocessed such that all the
information represented by those “old” features| voié discarded And then the
problem of extracting the new feature most effitiEm classification based upon the
pre-processed database will be formulated in timestashion as that of FLD. Jian,
Frangi, Yang and David[62] examines the theoryearhkl Fisher Discriminant analysis
in a Hilbert space rather than in the space spaiyettaining samples is take and
develops a two-phase framework, i.e., kernel ppalccomponent analysis plus Fisher
linear Discriminant analysis . This framework pmes the nature of kernel Fisher
Discriminant analysis, and proposes a complete éiefisher Discriminant analysis
algorithm. This algorithm can be used to carry Digcriminant analysis in “double
Discriminant subspaces.” The fact that, it can mdlk use of two kinds of
Discriminant information, regular and irregular, kea CKFD a more powerful
discriminator.

Zheng, Lai, and Pong C. Yuen[63ppmses an automatic and systematic
method to select the eigenvectors to be used in LBIAg a Genetic Algorithm (GA).
A GA-PCA is then developed. It is found that someb eigenvectors should also be
used as part of the basis for dimension reductising the GA-PCA to reduce the

dimension, a GA-Fisher method is designed and deeel It gives an optimal bases
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for dimensionality reduction are derived from GAACAnd the computational
efficiency of LDA is improved by adding a whiteningrocedure after dimension
reduction. .Changjun Zhoul et.al.[66] introduced a new techaideatures fusion
method for face recognition based on Fisher’s Liri&acriminant (FLD). This method
extract features by employed Two-Dimensional ppatcomponent analysis (2DPCA)
and Gabor wavelets, and then fuse their featureghwhre extracted with FLD
respectively.

Weihong Deng, Jiani Hu, Jun G@d][introduce a Robust Fisher linear
Discriminant Model (RFM) for dimensionality redumti. The RFM first estimate the
within-class scatter matrix based on the probdhilisarning technique. It can preserve
the low variance information while prevent the ofigmg problem due to limited
samples.RFM improves the FLD by the robust estimate basedhe probabilistic
learning technique. To improve the stability o thLD eigen system, the RFM also
decomposes the FLD procedure into diagonalizatiotwo symmetric matrices. Zhi-
Guang Wang and Zhu[65] propose an optimal kernel fisher analysisthmd that
extract the nonlinear Discriminant face featurés. dolve the projection vectors of
image which make the fisher criterion function tisalarger than zero, and then defines
a priority function which is highly co-related withe fisher criterion function. By using
this priority function, we will obtain the priorityalues of all the projection vectors, and
then several maximum projection vectors are sele@sethe final Discriminant vectors.
Here it transform the nonlinear disjunctive oridireample space to some linear

disjunctive high dimension feature space througdtable nonlinear transform function.

3.2.1)._Fisher Linear Discriminant Analysis Method:

First of all, all the training images are combinetb a data matrix of size m * n, where
m is number of images and each column is cons&larsingle image.
=11, 12, 13,.....,Im. s 1.

Calculate the mean of all training images and noéaach class for the image.

Y= 1/mZ L 2.

i=1

Subtract the mean of each class from each imatfebtlass by formula
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Tzl—\Pi i 3

Subtract the total mean from the mean of eaclsclas
O=V¥YI-Y¥

The within class scatter matrix measures the amofustatter between items within the
same class. For th8 tlass a scatter matrix is calculated as the sutimeofovariance
matrices. The covariance matrix C is calculatedniojtiplying data matrix with its

transpose matrix

S= Z(p(pt ........................ 4.

iel

The within class scatter matrix (Sw) is the sunalbthe scatter matrices of image.

Suz S S 5

1

where C is the number of classes.

Now between class scatter matrix is calculatechibysum of all the covariance matrices

of all the classes, i.e. weighted by the numbemalges in each class.

C
t
So= ) NOQ s 6
=i
eigenvectors (V) is the optimal discrimination @aijon and it can be obtained via
solving the generalized eigen value problem. Gdizedheigen value and eigenvectors
of the within and between class scatter matrice<alculated by equation:

SV=ASV 7.

Sort the eigenvectors by their associated eigemegairom higher to lower are kept the
first 1- C eigenvectors. These are the Fisher heei®ors alsocalled as fisher faces have
face-like images .

Project the entire rotated origiia¢. Not centered) images onto the Fisher
basis vectors. First of all project the originalages into the ortho-normal basis, and
after that project these projected images ontoHRisber basis vectors. The original
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rotated images are projected onto this line becthese are the points where the line
has been created to Discriminant , not the centenades.

When we are doing test phase &sthimage should be mean centralized by
subtracting the mean value of face. After thigjgxtion the test image in to the same
eigen space as defined during the training phaseeadgnition. This projected test
image is now compared with projected training imag¢he eigen space. Images are
compared to each other by using the most commorfaandus similarity measure, i.e.
Euclidean Measure. The training image that is dbgethe test image will be matched

and used to identify the training image.

Drawback: The main drawback of FLD is that it requires langening sample size
for good generalization. For a face recognitionbpem, however, usually there are a
large number of faces (classes), but only a feimitrg examples per face.

In practice, there are some common shortcomind4_bf
The Small Size Size problem(SSS) When the numbedragiing samples are small
compared to the dimension, the scatter matricasi¢pkarly Sw) would be singular.

» The Overfitting problem. EmpiricalliZLD has shown to be very sensitive to the
sampling power of the training data, and if the emdng distribution of the
whole data space is very different from that of treening data,FLD would
very probably perform badly.

* FLD is that it simply uses a common covariance mabr all the classes.

» Itis incapable of dealing explicitly with heteroeslastic data, i.e., data in which
classes do not have similar covariance matrices.

* The instability of the within-class scatter matrixe to limited samples.
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3.4).Proposed Algorithm:

PCA is very effective in rethg the dimensions of the feature space
since these eigen values and eigenvectors aregadan order. So the main advantage
is that we can now only select the bigger eigerorscivhich contain most significant
information of the original data. However, since/Adirectly processes the pixel, it can
hardly identify the feature of the face accurateith the light and shade part of the
image. And because of the information has beenessad by reducing the dimensions
of the feature matrix, so it is possible that tressified vector is not the best choice. On
the other hand, FLD is capable of getting the nbesal classification. But without the
process of reducing the dimensions, it might entmulsome problem of matrix
singularity with large dimensions sub space. Theeefin order to process FLD
effectively, PCA is very necessary as a precedimgcqnure for reducing the
dimensions. Although PCA and FLD both have th@narawbacks, but combining
these two methods can reduce the dimensions efédgcti, achieve the best
classification that improve the system's recognitrate, and it avoid complicated
calculation. However, FLD can only deal with th@lgem from varying illumination,
if the region of the shade is getting more seridtisD might also result in lower
recognition rate. Furthermore, because human fae pientiful expressions, the
positions of facial features might be shifted. & directly process the image through
PCA or FLD might lead to incorrect recognition.

Here two algorithms Principal Campnt Analysis (PCA) and Fisher
Discriminant Analysis (FDA) i.e. the holistic appiah of Information theory have been
analyzed. Recognition process can be comprisesiheteps: training and testing. In
the training phase a set of the eigenvectors ottivariance matrix of the images used
for training purpose. These eigenvectors are adleccas eigen-faces. In testing phase
when a new input image is given for recognitionnofge, this image will be projected
into the eigen space by using the already calalilaigenvectors. Test image will be
compared with all the images in the eigen spacenambures the Euclidean distance. If
the calculated Euclidean distance lies below sdmeshold value then image is treated
as the matched image. Both algorithms works inrstree manner, the difference lies in
the calculation of face space. These two algoritaresevaluated experimentally on two

databases each with the moderate subject size.ygimahnd experimental results
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indicates that the PCA works well when the lightgnvariation is small. FLD works
gives better accuracy in facial expression. Butoinbining these two methods works

effectively in the process of face recognition syst

3.4.1)._Algorithm:

In applying Fisher’'s LDA in therdext of the face recognition problem we
initially encounter a major obstacle in the recdigni process. This is because it is our
training set that will contain N + g or more imag#sdataset. N is the dimension of
each image and g is the number of individuals endataset that we are considering in
our training set, consequently N + g has the pa@ktd be an extremely large number
of matrix. Further more it is highly possible fow$hat is within class scatter matrix, to
be singular and hence we are unable to implemeaieFs LDA directly. However we
are able to exploit the fact that the variationhmtclasses lies in a linear subspace of
the image space. Thus we know we can perform ardiimeality reduction using a
linear projection whilst still preserving this seghility. This observation is not only the
motivation to used Fisher's LDA but it is also ceniently can utilised this fact for
avoiding the problem of singular Sw matrix. Thatue can first use an another linear
dimensionality reducing projection that is usegtoject a feature space of dimension
M - g, in which we have ensured Sw is unable tgibgular whilst still preserving the
linear separability of the classes. We can theryaye standard Fisher's LDA in the
new feature space without encountering any prohlePGA is first used as
dimensionality reducing projection thus formulatitite two step procedure to the
problem of face recognition in the method of Fishegs. The Fisherfaces approach
thus can be viewed as a two step method:

1. PCA is first applied to reduce the dimensiogdlite training set, projecting from the

N dimensional image space to a subspace of dimemgie g. This gives the feature

vector.

This resulting SW in this M — g dimensional featspace is non-singular.

2. Fisher's LDA is then applied in this feature gpao provide a second linear
projection to the discriminant space of dimensiog gn— 1, such that there is optimal
class separability. This gives the discriminanttee&o the Fisherface method is given

by the linear projection:
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Where the optimal projection matrix is given by:
Wopt = WPCAWLDA

So the steps are used in this algorithm is asviaig:

3.4.2). Create Database:

Align a set of face images (the training set T1, T2 TM)

Description: This function reshapes all 2D imagéghe training database into 1D
column vectors. Then, it puts these 1D column wsdio a row to construct 2D matrix
‘T'. Each column of 'T' is a training image, whitds been reshaped into a 1D vector.

Also, P is the total number of MxN training image®l C is the number of classes.

Argument:
TrainDatabasePath - Path of the trgiciatabase
T - A 2D g, containing all 1D image vectors

The length of 1D column vectors is MN and 'T' vl a MNxP 2D matrix.

3.4.3)._FLD process:

I am using Principle Component Analysis (PCA) amhér Linear Discriminant (FLD)
to determine the most discriminating features betwienages of the faces.

Here we gets a 2D matrix, containiddraining image vectors and returns four
outputs which are extracted from training datab&sepose Ti is a training image,
which has been reshaped into a 1D vector.

Also, P is the total number of MxN trainimgages and C is the number of classes.
First of all, centered Ti is mapped onto a (P4i6¢dr subspace by V_PCA transfer
matrix:

Zi=V_PCA * (Ti - m_database).

Then, Zi is converted to Yi by projecting oraio(C-1) linear subspace, so that
images of the same class (or person) move cloggthter and images of difference

classes move further apart:
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Yi=V_Fisher' * Zi = V_Fisher' * V_PCA'(Ti - m_database)

Argument:

T - (M*NxP) ACmatrix, containing all 1D image vectors. All
of 1D column vectors have the same length of M*N &n
will be a MNxP 2D matrix.

m_database - (M*Nx1) Mean o thaining database

V_PCA - (M*Nx(P-C)) Eigevectors of the covariance matrix of the
training database

V_Fisher - ((P-C)x(C-1)augest (C-1) eigen vectors of matrix
J={Bw) *S.
Projectedimages_Fisher - ((C-1)xP) Training imagdsch are projected onto Fisher
linear space.

3.4.4). Recognition Process:

This function compares two faces by projecting theages into facespace and
measuring the Euclidean distance between them.
1.) First of all Extract the FLD features from test oea
2.) Calculate Centered test image
3.) Calculate Test image feature vector by
ProjectedTestlmage = V_Fisher' * V_PCA' * Difece;

Calculating Euclidean distances Euclidé#stances between the projected test
image and the projection of all centered trainimgges are calculated. Test image is

supposed to have minimum distance with its cornedpmy image in the training

database.

Argument:

Testimage - Path of the input testgena

m_database - (M*Nx1) Mean of the tragndatabase, database, which is output

of 'EigenfaceCore' function.
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V_PCA - (M*Nx(P-1)) Eigen vectoo$ the covariance matrix of the
training database.

V_Fisher - ((P-1)x(C-1)) Largest{Teigen vectors of matrix J = inv(Sw) *

Sb

Projectedimages_Fisher -  ((C-1)xP) Trainingges which are projected onto Fisher
linear space

Returns:

OutputName - Name of the recognized imagée training database.

3.4.5)._Classification Process:

Here we use Fisher's LDA to find aptimal projection matrix to linearly
project the training set of face images to a nemelodimensional space, defined such
that there is maximal class separability. We stalll this space the discriminant space.
In this discriminant space we can then seek tondedi discriminant rule to classify a
new image as one of the g known individuals. Theans we can see Fisher’'s LDA as a
two step process:

1. First the Fisher’s linear discriminant variablgsare found according to Fisher’s
criterion, thus describing the discriminant space.

2. Then within this discriminant space we apply iscidminant rule to allocate an
unknown observation to one of the known classes.

We have so far completed the first step as havel #ssher's LDA to find the
discriminants. We are then able to project oumtrg set into the new discriminant
space defined such that there is maximal sepasab#gitween classes. So we now need
to investigate the second step by considering gémmot in this training set. We then
need to formulate a discriminant rule to classhistimage as one of the g known
individuals. Fisher proposed the nearest neighbdassification rule for such a

discriminant rule.
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CHAPTER — 4:

Experimental Results:

In implementing the Fisherface noettwith PCA method there are several
variables that can either be varied or need todp &onstant. In this experiment with
these method we will consider effect of variatianamly one key variable i.e.:

* Number of Fisher’s Linear Discriminants

When we are in process of formimg projection matrix \\ba we will select
up to g — 1 eigenvectors, thus ¥} can have a maximum of g — 1 number of columns.
Our main aim is in minimise the stored data andmaimg requirements of the method
so that we wish to minimise the number of eigenwsctaken while maximising the
face recognition accuracy of the system.

In the same process we shalsiclan how many number of Fisher’s linear
discriminants we have to need to accurately didoate between face images of
different individuals. All other variables will Heept constant. We shall consistently use
the same training sets, thus calibrate the systngihe same images each time.

We shall experiment using facemblases: faces94. This database will have
its own associated 900 image training set and tiseBesets of testing images. So that
we shall run the code three times on each tesehghsit ensure the reliability of the
recognition results. There are some snapshot @ded that show how the algorithm is

work:
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Fiqure 4.4:
Here in figure 1shows when we execa&n program then a window is open

that have some boxes. Firstly we have to selectabdse that has two sets: Training
set and Testing set. First of all we train our eystwith the help of training database
and then give some test data to recognise the amcof the method.

When training phase was completed tlséegy ask us to select a figure from the
test database. We are simply giving the name oférthat is in the form of numbers.
This process is shown in figure 2.

Now we start recognition process by ¢hgkon start recognition process. When
we click on this window system give two images tisatest image and matched image

from database as shown in figure 3.
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Figure 4 shows the corresponding Eualiddistance between the test and
matched image and index number of matched image.

We can then define the percentagegmition accuracy of the procedure and
calculate the number of correctly classified induals given a specified distance
measure. We will take an average of this recogmidocuracy for a given number of
eigenvectors over the average values from the 8atedor each of the 3 testing sets.

This will ensure the reliability of the final ressil

Name of the image Corresponding eigenvalye  status
1.jpg 1.5687 Not Matched
2.jpg 0.7079 Matched
5.jpg 0.0334 Matched
7.ijpg 0.1126 Matched

9.ijpg 0.7126 Matched
10.jpg 0.6314 Matched
13.jpg 0.6214 Matched
15.jpg 1.3642 Not Matched
24.ipg 0.9240 Matched
25.jpg 0.4530 Matched
Table 4.1:
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Figure 4.5:

When we give a set of image then a comegdimg eigen value is calculated, the
experimental result clearly show when the eigemueas greater than some threshold

then face was not matched by the system. See fthle thl which show the

experimental result.

Number of image in a dataset Percentageiracy
3 66.66 %
5 80 %
9 88.8 %
20 85%
25 88%

Table 4.2:

If we apply this algorithm on feifent dataset then we can find that how
much the algorithm is giving the accuracy. Hereml &sted on Face94 database and
make the different dataset and apply the algoritiable 4.2 gives the experimental

result of the implemented system.
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In experimenting we know, a pridihat all images in the testing set are of
known individuals. We consequently are not so agtd in the rejection rate of the
Fisherface procedure but the recognition abilibéthe method. Experimental result
show that the accuracy of the image dataset toecibyrrecognise a face is nearly

eighty seven percent.

4.1). Optimal Number of Fisher’s Linear Discriminants:

We can take up to g —1 Fisher’s linear discrimisatat form the optimal projection

matrix W. However, how many are optimal for disdnation using our two datasets?
We wish to minimise the number of discriminantscduge order to reduce the data
storage and computer processing requirements, tygdglucing a discriminant space in
which recognition accuracy is high. We can makeablet that gives percentage
recognition accuracy versus the number of face @maged in the method. The
experiment was run using: m = 3, 5, 10, 20, 25 indg face94 databases, clearly

shows there is a large increase in the percentggnition accuracy.

4.2). faces94 Database:

The major drawback of the Eigenface method is dubé fact that it treats all sources

of variation as equal. Hence PCA method fails wineme was significant variation due
to lighting or pose. In formulation of the Fishexdamethod we separated the sources of
variation, with the aim to improve the accuracyre€ognition even when there is
significant within class variation is present. Wancuse the experimental results
produced to assess if the method is indeed an waprent. Recall that the faces94
database has limited within class . This indicéibes$ although the recognition abilities
of the Fisherface method are still affected by iicgnt within class variation, it is still
shown to be an improved, more robust technique omparison to the Eigenface
method. The testing sets have been selected satththimages in testing set one have
very limited variation due to lighting and posedomparison to those of the training
set. In contrast the images in testing set two Haeen selected such that there is
significant variation due to the aforementionedrses. Observe the results produced

from implementation of the Fisherface method usiege two testing sets.
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CHAPTER 5:

Conclusion and Future Work:

5.1).Conclusion:
In this report we have focused efiorts on the identification stage of the

face recognition problem. We have considered variapproaches to determine the
optimal way to extract discriminating features framset of face images and then
identify the individual in an image based on theg&acted features. As an intuitive
first approach to this problem, we begun by comsidelinear subspace analysis to
attempt this feature extraction. The idea was Wmtwould be able to make the high
dimensional image space more compact and usefuisafiminatory purposes, by
linearly projecting face images down into a new dowdimensional subspace, as
defined by certain optimal features. We begun bysmtering the Eigenface method,
given in Chapter 3, in which we used PCA to defime=low dimensional feature space.
The idea of PCA is to select a set of ortho-norimasis eigenvectors, called the
principal components, with the aim of retainingnasch variability from the original
space as possible. We called these principal coamsrEigenfaces. We showed how
any face image can be approximately reconstrucsetyyust a small number of these
Eigenfaces. However the success of the Eigenfagtbad is inhibited by the 3 key
limitations occurring due to the use of PCA. Thatfbeing the assumption that large
variances are important, this means the Eigenfaethhod selects the most expressive
features, which could include those due to lightengd pose variations. We saw,
through our experimental investigations, how suelatdres are not optimal for
discriminatory purposes. The second being due @¢ontim-parametric nature of PCA,
this is because PCA does not make any assumptioriseostructure of the data set.
This subsequently leads to data loss, as we dacuaunt for class separability. The
third limitation being due to the linear naturetioé method, In using a linear projection
we are unable to take into account any of the hmigha@er pixel correlations present in
face images .The Eigenface method consequentlynessthat such non linear relations
are not necessary to discriminate between diffemathviduals. We then used these
limitations as the motivation behind all further thneds we go on to consider. We

subsequently aim to construct improved approaameghich we have removed one or
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more of these restrictions. In Chapter 3 we alsosicter the use of Fisher linear
discriminant analysis, namely Fisher's LDA. We sdpsently addressed the first two
aforementioned limitations, as we sought to find tiptimal discriminant space in
which there is maximal group separability. Fish&¥A thus utilises the class labels of
each image as it seeks to find the optimal lineansformation that maximises the
between class scatter whilst at the same time nsmm the within class scatter. We
then constructed the 2 step Fisherface method ichwmive first applied PCA to the
image space and then secondly used Fisher’'s LDéxti@act the optimal discriminant
vectors. Implementation of the Fisherface methadtiated its superior performance
especially when use with PCA in pose and lightiagation.

In this thesis we have built a Fishiaear discriminate (FLD) based face
recognition system. It comprises three modules Gteate Database module, the FLD

module, and the recognition module.

In the face Create Database modutecreate a database that will use for the
face recognition. And create a function that reskagll 2D images of the training
database into 1D column vectors. Then, it putsetid3 column vectors in a row to
construct 2D matrix. Each column of constructedr@8lrix is a training image, which

has been reshaped into a 1D vector.

For the FLD module, we are impéstations, the Eigen-face method, and
the other using the Fisher-face method. The outcsnee set of training and testing
vectors with fewer dimensions, hence more tradgtgbil the classification phase. And

it determine the most discriminating features betwienages of the faces.

In the Recognition module, the fumectcompares two faces by projecting the
images into face space and measuring the Euclidistance between them. Calculating
Euclidean distances Euclidean distances betweerptbjected test image and the
projection of all centered training images are wlalied. Test image is supposed to have
minimum distance with its corresponding image iatitaining database.

The good results of FLD along with P@Acouraged us to conduct more
experiments, using the 'face94' Essex face datatmaeset this time. The ‘face94' data

set is composed of a corpus of face images takebbd persons in far field conditions,
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as opposed to the face images captured using yingaface module of the system we

have built.

5.2). Future Work:

Based on the results of this the#iere are several promising avenues of
research in the field of face recognition that ldtely to give useful results. We will
develop sophisticated methods that can be enhageedetection by accurately locating
the frontier face, pose and minimizing the idecdifion error rates. It will be also
interesting to study the biometric information thean a way to analyze the
information content with progressive image segnmtentalt will give further insight
into how the segmentation is affects the biometntropy for face recognition.

Throughout this thesis we have dolused on the identification part of the
face recognition problem. We subsequently developethods which enable us to
determine if the identity of an individual is known unknown. However we could alter
the face recognition problem and how we addresBat4nstance, instead of seeking to
determine the identity of an individual our maimaio distinguish some other feature.
Possible suggestions include: gender; hairstyle; glesence of eye glasses or even
facial expression. Hence, instead of classifyirgjithages based on the individual face
present, we could group images based on some d#faring feature of face. For
example we organised our images based on the fagmession the individual is
portraying. We would need to access whether thesgfficient variation between say a
frown and smile to be easily distinguishable far flystem and thus if we apply it in the
classification techniques we are easily able toraignate between the two. If so, we
will able to train a machine to recognise emotiohmdividual.

Also, it is suggested to compare toldal face recognition algorithms in order
to obtain new valuable information that will help improving of the recognition
accuracy of a face recognition system, and useréifit recognition strategies.

In the preceding analysis we arplicitly assume a Gaussian distribution for
the face space, when considering a nearest neiglappuroach to classification. It is
difficult if near are not possible to estimate aetrdistribution of face images. We
subsequently have no priori reason to assumecpkati density function of a face
images. It is useful if we could able to developuasupervised method that enables us
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to learn about the distribution of face classesdnofirm our Gaussian assumption of
propose an alternative model. Nonlinear networlgsst a useful and promising way
to learn about the face space distributions.

Overall, the developed techniques is thesis could be used to improve face
recognition system performance under varying posadition. These type of
applications include security surveillance; facacking in poor lighting conditions,
varying pose condition. The results obtained is thesis help to clarify future research
directions in the effort to improve non-cooperatiiaee detection/recognition under
varying pose condition performance for low qualdge images.

We have also seen the robustnesbeofisherface method with regards to
small variations in pose of individual. Howeverg ave able to further improve this
robustness and extend the technique to recogniaeeaimage say profile view? One
potential suggestion would be to redefine each faless in terms of a set of
characteristics views. For example an individualldde represented with the help of a
face class that is corresponding to the frontas fatage, sides views are at +45 degrees
and then left and right profile images. It is theoped that we would be able to
recognise an image that containing a face anywfrere frontal to profile view by
approximating the real views by interpolation amahg known fixed views, Various
pose views of one individual.

we could also make our approdwdt tlevelop a method for the computer
age estimation and age simulation. Human age cadirbetly inferred from distinct
patterns emerging from facial appearance. Conséguiérwe are able to organise a
method for the images of individual into age grqupsuld it be possible to develop a
classification technique that automatically asssggear to an individual's face? For
example a human can easily figure out the ageinggss and assign an age estimate to
each of the face images. It would be very intengstand practically very useful
approach, to determine if we could train a mactinae is able to do the same. The use
of the nearest neighbour classifier or ArtificiadlNal Networks have been suggested as
possible approaches. This could leads on to theppat of face image synthesising, in
which we could render an face image aestheticaillly matural aging effects. This will
used in a wide range of potential applicationsmfforensic art and security control to
cosmetology.
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Among the algorithms of face recadigmi, few of the algorithms show some
promises for this biometrics trait. But not a saglgorithm is claiming 100% accuracy
on the test databases and/or real time system mapigation. Now research in this field
is gaining more attention on use of Multiple CléssiSystem (MCS)r sometimes
called Multiple Recognizer SystefMRS) which is the combination of two anore
classifiers /recognizers to get more accuracys ltmportant to keep this project more
reliable for next study. If this work will keep imgving, it is believe the accuracy could
be increased up to 99%. Future work need to imptiree existing algorithm and
technique. There are many more algorithms with nam®urate result. It also can be
mix with some more other technique and algorithradquire more efficient technique
in the field of face recognition system. Furtherrkvbas to be done on how to choose
the number of components and how to combine theuisitof the component

classifiers.
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CHAPTER-6
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