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ABSTRACT

This Project report highlights the Control perfomoa analysis of three area-
interconnected system and load frequency contrarointerconnected reheat thermal
system considering battery energy storage (BESgsys

In this paper, a comprehensive study on dynamitesygerformance of three area
interconnected power systems when subjected tol $maal perturbations is carried out.
For the present study, three power system modelsidantified. To investigate the

system dynamic performance integral control stratage implemented in the wake of
1% step load disturbance. The three area-interat@tesystems are simulated and
studied through Matlab’s Simulink software. In tf@lowing study, performance of

AGC for thermal, hydro and gas based power systmgxamined by the application of
integral controller.

In the present work one alternative to improve therformance of LFC is the
introduction of storage facilities during peak loperiod and especially battery energy
storage (BES) facility Since BES can provide fative power compensation, it also can
be used to improve the performance of load frequexontrol. Battery energy storage
system will operate in discharging mode during pleakl period and will be in charging
mode during off peak hours. Therefore, only disghy mode behavior of BES is
examined on LFC loop.

Area control error (ACE) is used for the control BES system. Time domain
simulations are used to study the performance efpibwer system and BES system.
Results reveal that BES meets sudden requireméngsigoower load and very effective
in reducing the peak deviations of frequency aeebtiwer and also reduces the steady

State values of time error and inadvertent intemgeaaccumulations.
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CHAPTER 1. INTRODUCTION

1.1 Automatic Generation Control

Automatic Generation Control (AGC) is defined byEE [9] as the regulation of the
power output of electric generators within a prigga are in response to changes in
system frequency, tie-line loading or the regulataf these to each other, so as to
maintain the scheduled system frequency or thélkstiad interchange with other areas
within predetermined limits. AGC has evolved rapiffom the time when the function
was performed manually, through the days of angysgems to the present application of
sophisticated direct digital control systems. Th&Q\ problem has been extensively
studied during the last four decades. Most of tbekveoncentrates on the net interchange
tie-line bias control strategy making use of theaatontrol error (ACE). The existence of
ACE means that there is excess or deficient ofrepgistored energy in an area and a
correction to stored energy is required to restioeesystem frequency to scheduled value.
Many authors have reported the early work on AG@hrC[5] has extensively studied the
static aspect of the net interchange tie line b@strol strategy. On the static analysis
basis Cohn has inferred that, for the minimum Bdt8on between control areas, the
frequency bias setting of a control area shouldniaéched to the combined generation
and load frequency response of the areas. Howewanalysis has been made regarding
deciding the magnitude of gain settings for thepéeipentary controllers.

Work reported in literature on AGC pertains to eithwo-area thermal-thermal or hydro-
hydro or combination of these two but there is nwery little work on AGC for multi
generation thermal system ,hydro system and gasmys$n a mixed power system, it is
usual to find an area regulated by hydro generatiayas generation or in combination of
both.

In the present work, Integral controller and opficantrol design are used to restore the
frequency to its nominal value and their dynamispmnses are compared for system

consisting of thermal, hydro and gas based gewoerati
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1.2 Battery energy storage for load frequency control

A lot of work reported in the literatures to impeothe performance of load frequency
control (LFC). One alternative to improve the perfance of LFC is the introduction of
storage facilities during peak load period and sigcbattery energy storage (BES)
facility. Since BES can provide fast active powempensation, it also can be used to
improve the performance of load frequency contB&S also improves the reliability of
supply during peak load periods. Storage facilipessess additional dynamic benefits
such as load leveling, spinning reserve, area atigul long line stabilization, power
factor correction and black start capability. Sowfethese applications have been
successfully demonstrated at a 17 MW BES facilityerlin [1] and 10 MW/40 MWh
Chino facility in Southern California. Kottick et.ahave studied the effect of a 30 MW
battery on the frequency regulation in the Isresgllated power system. Their study was
performed on a single area model representing tim@eanpower system and containing a
first order transfer function that representedBES performance.

However, they have not considered the eft@cgeneration rate constraints on
dynamic performances. Lu et al. [4] have studiesl ¢ffect of battery energy storage
system on two area reheat thermal sys-tem consglednventional tie-line bias control
strategy. Their study reveals that a BES with seampbntrol can effectively reduce
frequency and tie-line power oscillations followirsyidden small load disturbances.
However, they have considered generation rate @ns{GRC) of 10%/min for reheat
type unit, but modern reheat type units have GRIG®@min [5]. An incremental BES
model is proposed.

The effect of BES on two area interconedcteheat thermal system is studied
considering conventional tie-line bias control ®gy. A GRC of 3% per min is
considered for reheat type units to obtain realistsponses. The results show that with
the use of BES, the dynamic performance of LFC graatly improve the overshoots of
frequency deviations, tie-power deviation and redilne steady state values of time error

and inadvertent interchange accumulations.
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1.3 Outline of thesis

Chapter 1 gives an introduction of automatic geti@mecontrol & Battery energy

storage for load frequency control

In chapter 2 Literature review of project study aibthe research papers which are

publish in different journal and conference.

In chapter 3 mathematical models of turbine goeeof thermal, hydro and gas based

system is given which are further used in Powete®gsnodeling.

In chapter 4 the interconnected power system modets developed(Three area
interconnected power system with different combarabf Thermal, Hydro and Gas).

Review of continuous controller is given in thisapker.

In chapter 5 Battery energy storage for load feeqy control of an interconnected

power system, modeling of BES system and finddihgram of incremental BES model

In chapter 6 the simulation is done for varioambination of three-area power system
& Battery energy storage for load frequency controln interconnected power system
their dynamic response are studied. Various conibima of thermal, hydro, and gas
based control area with different combinations aings have been considered. Each
combination is analyzed in terms of their transiszgponse as controlled continuous

model. final conclusions are derived from this work

In chapter 7 Scope for Further Research andextthn is given to further proceed in

this work.
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CHAPTER-2 LITERATURE REVIEW

2.1 General

The analysis and design of Automatic Generationt®@btAGC) system of individual
generator eventually controlling large interconie® between different control areas
plays a vital role in automation of power systerhe purposes of AGC are to maintain
system frequency very close to a specified nomuadlie, to maintain generation of
individual units at the most economic value, togkéige correct value of tie-line power
between different control areas. If the load isreéased, AGC system increases the
mechanical torque by increasing the system flow tatturbine to compensate the load
by increasing the generators output in an area ptocess must be repeated constantly
on a power system because the loads change cdpnstant

By changing the generation level, AGC system maistdhe frequency constant in
power system. Today’s power system consists ofrebmareas with many generating
units with outputs that must be set according tmemics.

The sensitivity of any power plant depends upon thgponse time taken by the
automatic generation controller to control the éregcy change due to load variation of
governor control.

In the present work, three control areas are censit having one turbine generator
model. Each area is connected by two tie lines wiitier two areas. The power flow over
the transmission line will appear as summatioriesfihe powers of two connected areas.
The direction of flow will be dictated by the ralat phase angle between the areas,
which is determined by the relative speed deviatiorthe areas.

It is quite important to analyze the steady sta¢gidency deviation, tie flow deviation
and generator outputs for an interconnected artea afload change occurs. Such a
control scheme would, of necessity, have to begeieed, if frequency decreases and net
interchange power leaving the system increases loa@ increase occurs outside the
system.

For so many years, the problem of automatic geioerabntrol has been one of the most

accentuated topics in the operation of autonomadsrdgerconnected systems.
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C.D. Vournas, E.N. Dialynas [4] in 1989 developeal &GC algorithm developed for
the supervisory control and data acquisition (SCA@A the Hellenic interconnected
system.

M Cohn [5] in 1996 has got the solution of AGC fdesb and its first practical
application is to decentralized control of largelsadynamic systems.

Works reported in literature on AGC pertains to {aveas thermal-thermal or hydro-
hydro or combination of these two but there is noeary little work on AGC for multi-
generation thermal —hydro-gas system. In a mixaslepsystem, it is usual to find an
area regulated by hydro generation interconneatednbther area regulated by hydro
generation interconnected to another area regulayethermal generation or in gas
generation or in combination of both. The hydro posystem differ from electric power
system, in that the relatively large inertia of @ratised as a source of energy causes a
considerably greater time lag in response to chaofehe prime mover torque, due to
changes in gate position. In addition the respanag contain oscillating components
caused by compressibility of the water or by suegks while gas turbine has relatively
low inertia compared to hydraulic units. They getlgr spin at higher speed and
generator is of round rotor type. Following a suddtead rejection event, a low inertia
machine can experience excessive over-speed, wddaohbe harmful if over speed
protection fails to operate. For such systems alelyi different characteristics no work

has been done to study automatic generation ctersol

2.2 A New Evaluation Method for AGC Unit's Performance

In the paper presented by ZOU Bin & XU Wei-hong][2¥ new method for evaluating
AGC generators performance has been developedirgtt the control performance
assignment of the control area was given, whichasalse of the correlation coefficient
about the frequency error and the generation @iffez between total generation and the
scheduling generation in control area as the cbpgdormance index, and the standard
deviation of system frequency as judging standa@h@ control performance assignment
is consistent with current control performance dgds, such as control performance
standards (CPS). And then according every gené&attistribution coefficient in

automatic generation control, the control perforogassignment was allotted to each
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generator, and it means the AGC generator’'s pedoom standard. Also, when the
generating command exceeded the AGC unit declawoge, compensatory correcting
method has been discussed. The simulation of atitom@neration control system has

validated correctness of the given method.

2.3 Research on the responsibility Distribution ofAGC adjustment in

Interconnected Power System

In the paper presented hy Xue-Feng, Liu Le, Li Wei-Dong In order to take full
advantage of interconnected power system, a newhbdison mode of AGC adjustment
responsibility is proposed to pursue better freqyequality. Under this distribution
mode, various areas AGC can adjust the entire relattnetwork power together
according to the proportion to the same directlom lbad variety, regardless of whether
the load change occurs in the home area or outsida. And a set of mode is
constructed to recognize and differentiate theesyddifferent situations and the degrees
of hazard to get different AGC adjustment respdligitassignment system. So in the
different situation the system have the correspandAGC control plan, which can
reduce the AGC unit useless adjustment to imprbgdrequency quality. The simulation
example indicates that the proposed allocation ntelpful in the improvement of the

frequency quality and system frequency controlqremfince.

2.4 Automatic generation control of interconnectegower system with

diverse Sources of power generation

In the paper presented H¢. S. S.Ramakrishnd,Pawan Sharm&*, T. S. Bhatti®
International Journal of Engineering, Science aadhhology (Vol. 2, No. 5, 2010, pp.
51-65) automatic generation control (AGC) of tweainterconnected power system
having diverse sources of power generation isiestludA two area power system
comprises power generations from hydro, thermal gasl sources in area-1 and power
generations from hydro and thermal sources in areall the power generation units
from different sources are equipped with speed gors. A continuous time transfer
function model of the system for studying dynangsponse for small load disturbances

is presented. A proportional-integral-derivativelQP automatic generation control
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scheme is applied only to power generations froerntfal and gas sources and power
generation from hydro source is allowed to opesatiés scheduled level with only speed
governor control. The two area power system is ktad for different nominal loading
conditions. Genetic algorithm (GA) is used to obtdie optimal PID gains for various
cases using integral squared error plus integnale tiabsolute error (ISE+ITAE)
performance index for fitness evaluation. Someheftransient responses are shown for

different nominal loading conditions due to stepdalisturbances in the system.

2.5 Recent Philosophies of AGC

Modem power generation control areas consist gelg@ower plants and many industrial
customers. High quality supply of the electricityclieases the demand for automatic
generation control in electric power network. Faricily satisfying the large load
changes or other disturbances and enhancing tle¢y saif the power system, the feed
forward strategy and the nonlinear governor-boedel in automatic generation control
are investigated by Li Pingkang and Ma Yongzher].[Ebme new concepts such as
developing new algorithm for more effectively camtrconsidering the whole boiler-
turbine-generator model instead only the goverrmlebmodel for the load disturbances;
understanding the interaction between the fast @vatol error loop and slow governor-
boiler inner loop, have been discussed. Simulatafrihe automatic generation control
with feed forward and pl controller have shown ttiegse ideas are helpful to the AGC
problem have been highlighted by lbraheem, P.Kuemad co-workers [26]. AGC
schemes based on parameters, such as linear &naanpower system models, classical
& optimal control, centralized & decentralized, amdultilevel control, has been
discussed by them. AGC strategies based on digdl,tuning control, adaptive, VSS
systems, and intelligent/soft computing control éabeen shown. Finally, the
investigations on AGC systems incorporating BES/SMEvind turbines, FACTS
devices, and PV systems have also been discussed.

The neural network has been recognized to offaumber of potential benefits for
application in the field of control engineering. rikaular characteristics of neural
networks applicable in control include the approdion of non-linear functions,

learning through examples and the ability to corabiarge amounts of data to form
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decisions or pattern recognitions. The neural teldgy offers much more benefit over
the non-linear operating range. The fuzzy contrmhoept departs significantly from
traditional control theory which is essentially édson mathematical models of the
controlled process. It has a unique characteristipaying primary attention to the
human’s behavior and experience, rather then t@tbeess being controlled and due to
this characteristic the fuzzy control is observet¢ applicable and attraction for dealing
with those problems where the process is so comalek ill-defined that it is either
impossible or too expensive to derive a mathemlaticalel which is accurate and simple
enough to be used by traditional control methods,tlhe process may be controlled by
human operators.

A research work describing a new approach to tlsggdeof a supplementary stabilizing
controller for a HVDC transmission link using fuzlogic was presented by P.K. Dash &
others [22]. The designed fuzzy controller wasatied with significant and observable
variables and the fuzzy controller was equivalennhén-linear Pl controller. The paper
presented by G.A. Chown and R.C. Hartman [13] satghe problems associated with
secondary frequency control and AGC. The diffi@dtiassociated with optimizing the
original standard AGC controller, the design. Inmpémtation and optimization of the
fuzzy controller and the operational performancetioé new controller has been
discussed. The fuzzy controller was integrated thexisting off the self AGC system
with only a few modifications. The operational merhance over two years showed an
overall improvement of 50% in the reduction of cohttompared to the original AGC
controller and an initial improvement of 20% in theality of control of the optimized
original controller. A novel approach of Artifici&telligence (Al) techniques viz., fuzzy
logic, artificial neural network (ANN) and hybridiZzy neural network (HFNN) for the
AGC has been presented by D.M. Vinod Kumar [18]. oMercome the limitation of
conventional controls i.e. slow and lack of effreeg in handling the system non-linear
ties, intelligent controllers have been used foe #ingle area system and to area
interconnected power system the result shows Wlaichfuzzy neutral network (HFNN)
controller has a better dynamic response i.e. guickesponse, reduced error magnitude

and minimized frequency transients.
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CHAPTER-3 LOAD FREQUENCY CONTROL (SINGLE
AREA CASE)

3.1General

The most common power system control objectivesrageilation, optimization and
stabilization. The power system control analysipemels on simulation of system
dynamic behavior. Simulation implies the existen€enathematical models for specific
power systems. The mathematical model generallydies the components of the power
system that influence the electrical and matheralpiowers of the machines. Automatic
Generation Control (AGC) was developed to both ta&ina (nearly) constant frequency
and to regulate tie line flows. This is done thioube Load-Frequency Control (LFC).
Load Frequency Control in electric power systenresents the first realization of a
higher-level control system. It has made the oparaif interconnected systems possible
and today it is still the basis of any advancedceph for guidance of large systems. A
peculiarity of LFC lies in the fact that each partin the interconnection has equal rights
and possibilities being limited only by the installpower in the area and the capability
of the tie-lines: thus it is not a centralized ecohsystem when total interconnection is
considered.

Before moving into the interconnection system Idiist consider the single area
network. To understand the model we should knowttingine speed governing system

as frequency changes depend on speed.

3.2 Governor — Turbine Control

The prime sources of electrical energy suppliedtiities are the kinetic energy of water

and thermal energy derived from fossil fuels. Thenp movers convert these sources of
energy into mechanical energy that is, in turn, veoted to electrical energy by

synchronous generators. The prime mover governygiesis provide a means of

controlling power and frequency, a function comnyorgferred to as load frequency

control.
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In a steam turbine the stored energy of high teatpeg and high-pressure stearn is

converted into mechanical (rotating) energy, whiben is converted into electrical

energy in the generator. The original source ot kbaa be a furnace fired by fossil fuel

(coal gas, or oil) or biomass, or it can be a rarcteactor. It is the task of the turbine

governor to control the control valve such that gemerator in question produces the

desired power. The turbine governor and the dyngmaperties of the turbine determine

the power produced by a generator.

Tie line power

A

AGC

A

Y

Frequency

A

Electrical system
- Loads

- Transmission lines
- Other generators

Energy supply system
Steam or water

Speed
changer

Speed
governor

A 4

A\ 4
Valves or

Turbine

gates

A 4

Turbine

A 4

Generators

A\ 4

A

controls

Other signals

Speed

A 4

<
<«

Fig. 3.1 Functional block diagram of power generatin and control system
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To make more realistic studies, appropriate mattiealamodels of steam turbines
[6,10,11] e.g. reheat, non-reheat steam turbingdrohturbines [11,20,21,26] and gas
turbine [15,16] are to be considered for the dymasimulation of the system behavior.
The important component for controlling the speddthe turbine is the governor.
Governor for each system differs from other. Transfinction models for these turbine
governors of references are used for the studidertaken in this report.

This section gives an overview of the modelingurbines based. Figure2.1 below shows

a block diagram how these turbine models that seel in study in the system models.

3.3 Speed Governing System:
As shown in Figure3.2 below, the steady state ¢mmdis considered assuming the
linkage mechanisrfABC& CDE) to be stationary, pilot valve closed. Stearn valpen
by a definite magnitude, the turbine output balanbe generator output and the turbine
of generator running at a particular speed whenfribguency of the system f§, the
generator outpu®goand let stearn valve settingXs®
At the operating point, let the point A of the spemhanger lower down by an amount
AXa as a result the commanded increase in powsPdsthenAX, = K1APc,
The movement of linkage point A causes small pasithange@&Xc andAXp. With the
movement ofD upwards byAXp high pressure oil moves into the hydraulic amgfifi
from top of the main piston and the stearn valvik move downwards a small distance
AXg, which results in increased turbine torque andclepower increasé&Pg and
increased speed and hence the frequency of gesrerdtne increase in frequenéy
causes the link poir to move downwards b&Xg.
The movements are assumed positive if the pointsendownwards. Two factors
contribute to the movement of C:
Increase in frequency cauBdo move byAXg when the frequency changes iy
then the flyball moves outward and pots lowered byAXg so the contribution

is positive.
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The lowering of the speed changer by an amadXtlifts the point C upwards by

an amount proportional #Xa.

O AXc=KiAf—K; AP (1)
K1 andK; are two positive constants, which depend uponehgth of the linkage arms
AB and BC. The movement @ is contributed by the movements ©fandE. SinceC
andE moves downward wheld moves upwards, therefore

O AXp=KsXc+KgeXe )
The positive constants skand K, depend upon the length of linkaggD and DE.
Assuming the oil flow into the hydraulic cylindes proportional to positioAXp of the
piston valve,
So, MXe=Ksl-AXp . 3)
Kz depends upon the fluid pressure and the geomeifribe orifice and the cylinder.
Taking laplace transform of equ. (1), (2) & (3), ge&t

AXc(s)= K1 AFRs)— Ko APe(s)y 4)

AMXps)= Ka Xcs) + Ka Xe(s) e (5)

AXg(s)=-Ks/ SAXp(s) e (6)
So, AXgs)= (Kg/ (1 +STg)) (APc(s) -AFS)R) e @)
where,

R = K,/ K= speed regulation due to governing action.
Ke= K2K3/K4= gain of speed governor
Te = 1/K4Ks = time constant of speed governor
The block diagram representation of the above tearisnction is shown below.

APc(s) AXe(s)
Ke/(1+sTg)

»
»

1/R

A

AF(S)

Fig.3.3 Speed GoverniSgstem Block Diagram
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3.4 Thermal Turbine Model

A non-reheat turbine with a single factdf and a single time constaht is considered;

T+ = turbine time constant.

So, GT(S) :KT/ (1+ S-Fr) ..................................................................... 8

This turbine transfer function is then incorporatégth governor transfer function to form

a closed loop system representation that is shoviigure below

APc(s) AXe(s)

N /Z\ Ka/(1+sTc) R K/(1+sT)

\/

A 4

1/R AF(s)

Fig.3.3 Turbine Model Block Diagram

3.5 Generator Load Model
Let APp be the change in load, as a result the generatsm savings by an amount
APg The net power surplus at the bus baARs - APp and this power will be absorbed
by the system in two ways.
« By increasing the kinetic energW) of the generator rotor at a rad&V / dt. we
bethe kinetic energy initially and is the frequency. So, new KE
W= ((F+AF) /)2 =W (1+ (2% ADF)) e 9)
S0, dw/dt= (28 / 12 ) d@AFNAt .. .oee e, (10)



« The load on the motors increase with increase éedpThe rate of change of load
with respect to frequency can be regarded as nearlgtant for small changes in
frequency i.eD =dPp/ of. Net power surplus;

AF(s)= [APg(s)- APpi(8)] Kp/ (1 + S T)evrveeevieeieeeane e, (11)
where,

Tp = (2*H / D* £°) = power system time constant.................... (12)

Kp,= 1/D = power system gain
The complete model consisting of governor turbir@adfer function with speed droop

representation and forming a closed loop systess shown below

AP (S)
APc(s) AXe(s)
3 | Kel(1+sTe) o Krl/(1+sT)
|
Kr/(1+sTy)
1/R . AEES) !

Fig.3.4 Isolated Power System LFC Block Diagram

3.6 Hydraulic Turbine
The representation of hydraulic turbine and watduron in load frequency control study

is based on the following assumptions:

1. The hydraulic resistance is negligible
2. The penstock pipe is inelastic and water is incasgible.
3. The velocity of water varies directly with the gajgening and with the square

root of the net head.

21|Page



4. Turbine output power is proportional to the prodofchead and volume flow.
The essential elements of the hydraulic plant wlaighused in deriving turbine transfer
function are depicted in Fig
The turbine and penstock characteristics are detedhby three basic equations relating
to the following:
(a) Velocity of water in penstock.
(b) Turbine mechanical power
(c) Acceleration of water column.
The velocity of the water in the penstock is gitgn
U=K,GVH (13)
where
U = water
G = Gate position
Ku = a constant of proportionality.

For small displacement about an operating point

A+ = an + Y pG (14)
H 3G

Substituting appropriate expressions and dividimgugh by 4 yields.

AU _AH L AG (15)
U. 2H. G
or ALT:AZ—H+AC_5 (16)

Where, subscript o donates initial steady stataiesl the prefix Adenotes small
deviations and the super bar--- indicates normdlizalues based on steady state

operating values.
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The turbine mechanical power is proportional to pineduction of pressure and flow;
hence,

P, =K.HU 17)
Linearizing by considering small displacements, andnalizing by dividing both sides

by P, we have

AR, _AH , AU (18)

P, H, U,
Or P, =AH +AU (19)
Substituting forAU yields

P =15*AH +AG (20)
or Substituting forAH yields

P, =3*AU -2*AG (21)

The acceleration of water column due to changeeadhat the turbine, characterized by
Newton’s second law of motion, may be expressed as

(pLAdﬁ—tU = ~A(pa,)AH

L =Length of conduit

A =Pipe area

P = Mass density
Ag=acceleration due to gravity
pLA = mass of water in conduit

pa,AH =Incremental change in pressure at turbine gate

t = time in seconds

by dividing both sides byApa,H U, acceleration equation in normalized form

0!

T,,dAU

=-AH 22
o (22)
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LU,

Where, Ty
a;H,

water starting time (23)

from equation 16 and 23, we can express the rakttip between change in velocity and

change in gate position as

TWdAd—tU = 2+ (AG - AD) (24)
or TW% = 2+ (AG - 0) (25)
A =BG (26)
1+ 05T,s
1-T,s . : .
or AP = —TH— (transfer function of hydraulic turbine)  (27)
1+ 05T,s

The approximate transfer function [20] for the meadlal —hydraulic governor is

considered for the analysis and is given by:

AU - AXEK (S) — (1+ STRK) (28)
LK(S) (1+ STlK)(1+ STZK)
Re
The time constants T, andT,, occurring in the denominator are given by
Ty + T (O +9,
JK
T * T,
» K (30)

TRK + TRK (UK + 5K)

Where T, = 5-25 sec, dashpot time constant
o, =0.03-0.06 pu, permanent speed drop
O, = 0.2 -1 pu, temporary speed droop

Ty = 0.2-0.4 sec, governor time constant
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APD(S)

APc(s) AXe(s
(1+sTw) (1-sTw)
)2 (L+St0) (1+sTod | (1+0.55T)
'Y
KT/(1+STT)
) IR < AE(S) \ 4
Fig.3.5 Isolated Hydro Power System LFC Block Diagam
I length of
, penstock o
I
' Area A
| welocity v
[
|
: Head P2
I
Generatar
Turhine

Fig.3.6 Schematic of hydro electric plant
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3.7 Gas Turbine

A gas turbine cycle consists (1) compression ocha (typically air), (2) addition of heat
energy into the compressed gas by either diredailygf or combusting the fuel in the
compressed air or transferring the heat througbad éxchanger into the compressed gas
followed by (3) expansion of the pressurized gases turbine to produce useful work.
The turbine with the remaining being available feeful work supplies the work
required by the compression. The useful work depedoby the turbine may be used
directly as mechanical energy or may be convertealelectricity by turning a generator.
There exist several dynamic models of turbine —egoers with varying degrees of
complexity to represent different makes and modetgs turbine units.

There are essentially two types of gas turbinegissiOne is a high-speed single shaft
design with the compressor and turbine mountedhensime shaft as the alternator.
Another is a split shaft design that uses a powdairte connected via a gearbox. In the
split shaft design as shown in Fig., although tlaeetwo turbine, one is gasifier turbine
driving a compressor and another is a free poweirte driving a generator, there is only
are computer and one gasifier.

Considering our interest in slow dynamic performeant€ the system, we used following
assumptions while selecting the desired model:

e System operation is under normal operating conasticstart-up, shutdown, fast
dynamics are not included. Since gas turbine umitge relatively low inertia
compared to hydraulic units. Following a suddendloajection event, a low
inertia machine can experience excessive over-speeidh can be harmful if
over speed protections fails to operate and ibchices non-linearity in frequency
versus time characteristics.

* The turbine’s electro-mechanical behavior is oumnigterest. The recuperator is
not included in the model as it is only a heat exaer to raise engine efficiency.
Also, due to the recuperation’s very slow respoitskas little influence on the
time scale of our dynamic simulations.

» The gas turbine’s temperature control and accéberatontrol are of no

significance under normal system conditions. Theseoa for this is that during
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start up, the unit is not online, and in tempemontrol mode, the governor will
not respond to system frequency changes.

« The governor is a control system implementing thfteeps: startup and
temperature. A low value select block is used termaine which control loop is
asking for the minimum fuel. The control is themag priority and drives the fuel

valve actuator to control the combustor output.

1/R
vmax
APC low value gate e(s)
1 / APG(s)
1 » 1 L Ky/(1+sTh
sy [ hsw |- l(1+STr)
vmin
APL(S
v
K [+ 1
(L+sy  |AFO)

T load limiter

Fig.3.7 Gas model to represent dynamic behavior afas governor turbine in LFC Block
Diagram

The GAST model (based on split shaft) as shown i &8 has been selected for
simulation studies for representing the dynamic avedr of gas powered turbine
governor systems. This model was developed by GEpaay of USA. The model is
simple and follows typical modeling guidelines.

The model structure has been selected from modetfefence [15,16] for simulation

studies. Parameters values are in accordance W ®\testing programs for gas turbine
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unit [15]. Figure shows three-control loop involgirfiuel control, temperature control
loop and speed feedback loop. A Low Value Selectlblis used to determine which
control loop is asking for minimum fuel. This caoitrs then given priority and drives the
fuel value actuator to control the combustor out@as turbine units have relatively low
inertia compared to hydraulic units. They generain at higher speeds and the
generators are of round rotor type. Following adeudload rejection event, a low inertia
machine can experience excessive over-speed, wddaohbe harmful if over speed
protection fails to operator. If over speed, whietm be harmful if over speed protection
fails to operate. If over speed protection doesatpeo arrest the speed, if will introduce
non-linearity in the frequency versus time chanasties. Therefore, the amount of load
rejected should be low to limit over-speed and dftee the possible impact of non-
linearity.

The maximum opening by the governor must permittditoe load of at least 104%. The
load level 100% describes the situation that thieismunning on maximum load setting
and 50 HZ. Model parameters as referred in figRre Governor Droop, {F Fuel system
lag constantl, F Fuel system lag constant2;=TLoad limiter time constant, plax =
Load limit, Kr=Temperature control loop gain, & V min= Maximim and minimum

value position.

gas generator section

—" . .
power turbine section
] propulsion power
combustion chamber coupling

starer

i=

shaft

gas generator turbine

power turbine

Fig3.8. Gas Turbine Model
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CHAPTER 4. THREE AREA INTER CONNECTED POWER
SYSTEM

4.1 General

From a practical point of view, the problems ofgimency control of interconnected
areas, or power pools are more important than tledgeolated areas. Practically, all
power systems today are tied together with neigtdveas, and the problem of load
frequency control becomes a joint undertaking.

Many advantages can be derived from pool opera#éind,they can all be summarized in

two words, mutual assistance. Basic principal faslpperation are as follows:

« Under normal operating conditions each pool memb&ontrol area should strive to
carry its own load, except such scheduled portairike other member’s load as have
been mutually agreed upon.

« Each control area must agree upon adopting regglatnd control strategies and
equipment that are mutually beneficial under batthmal and abnormal situations.

A sudden load loss (around 30%) in a small syseign (000 MW), which is operating

alone, will be lead to extensive frequency dropulteésy in complete blackout. If the

same system were part of pool (eg. 100,000 MV¥),sime 300MW load failure would
represent only 0.3 percent loss. The frequency dviyel “saved”, and support power
would instantaneously flow into crippled area \&lines to carry its load until normal
generation is restored. System sizes reduce the foeeeserve power among the pool
members. “Spinning” reserves can be called uponnfstantaneous assistance. They are
made up of fully operating but only partially loadenits. Hydroelectric and gas turbine
operated units can be called upon at a few minubéise while steam reserve may take

longer time.
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4.2 Three Area System

Area Area

Fig-4.1 Ring Type connected three-area system

We have considered three areas interconnecteddriopology as shown in Fig. with tie-
lines and the frequency deviations in these araade represented by variabldg, Af2
andAf3 respectively.
For normal operation the power on the tie-line is
P12= ((ViV2) / X) sin @1- &) (31)
Where
0, andd, are angles of end voltages ahdV;respectively.
For small deviations in the angl@sandd, the tie-line power changes with the amount
APyp= ((V1V2) / X)) cosfy - &) (Ad: - Ady) MW (32)
The tie-line power deviation takes on the form
AP, = T(AS: - AS) MW
Where
A8= 2 *N [AFdt rad
By expressing tie-line power deviations in termébfather tham\d, we get
AP,= 21 T(Afy(s)- Afy(s)) MW

Equation is represented as block diagram in giigen f
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+Af,

onT 1/s | APt

\ 4

+Af,

Fig-4.2 Linear representation of Tie-Line

4.3 Interconnected Three Area Model Equations

Fig-4.1 shows the block diagram representation rierconnected power system

consisting of three-control area without any colleramplementation. Each control area
is represented as consisting of a governor, turdintegenerator block. Each control area
is being fed a feedback in the form of speed drd®espective tie-line powers are

denoted using synchronizing coefficients. Inter@mtad model is represented in

standard state space form using state equations.

Frequency equation for power system 1

K
_p[Apel _APLI _ARiel\’S]ﬁ = dAFl

T ' Te, dt (33)
The Turbine-Generator equation for area 1

Governor equation for area 1

dAXe, _ ARy _ AR AXg (35)

dt Tao Rl Ty
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Frequency equation for power system 2

K AF dAF
T_PZ[APGZ - APLZ - alZARielz - ARiezs]fj = T

The turbine-Generator equation for area 2

Governor equation for area 2

dAXg, _ AR, AF, AXg,
dt TGZ RZTGZ TGZ
Frequency equation for power system 3

K AF dAF
_p[Apes - APLs - aZSAPtieZS - alSAR' = :

T., ie13 T_Ps dt

The Turbine — Generator equation for area 3

Governor equation area 3

dAX, _ AP,  AF, DX,
dt TG3 R3T63 TG3

Tieline power equation

dRielZ

d = [ZﬂleFl - ZﬂleFz]
t
Tieline power equation

dRieZS

it = [277T23F2 - 27ﬂ-23F3]

Tieline power equation

(36)

37)

(38)

(39)

(40)

(41)

(42)

(43)
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dr,
e [27T,F, — 271T,F,] (44)
4.4 State Space Representation

Area State Vector
Xi(0) =[,(OF O X ()R]
where
1=1,2,3...N
Combining above given equations, we get followiggagion [2].

dX; (t)/dt = A X (1) + DA X, (1) + BU, (1) + LW (1) (45)
j=1
j#i
where x(t) is area state vector, u(t) is input geet(t) is disturbance vector. Here A is

referred as state matrix. B as input distributicatn and L as the disturbance matrix.

~UT, Ko /T 0  -K,I/T,
0 ~UT, UT, 0
Al_1/RT, 0 0 0
3T 0 0 0
]
O 0 0
A0 00
O 0 0
-T, 0 0
B =0 0o T, o
L =[-Ke /Ty 0 0 o'

ACE as outputy, (t) + Bu(t) + Lw(t )
Finally we get state equation for three area sysigputting N=3 as
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DX(t)/dt = AX(t) + Bu(t) + Lw(t) (46)
And output equation is:
Yi(t) =CX (1) (47)

4.5 Steady State Performance Study for three areaystem

Under steady state conditions:

1. d/dt=0
2. Tie —line have same frequency i.&f, ., =Af, ., =Af,,, =Af,,
- AF, -AF - AF,
3. APGlstate = —1APGZStat = —ZAPG3state = :
R R, Ry

Using equ. No. 33, 36, 39 and putting above astiongin them and further solving the
equations, we get:

- IB:LAFstat = APLl + APtielZ + ARielS (48)
- IBZAFStat = APLZ + APtiezs - APtielZ (49)
- IBSAFstat = APL3 - ARieZS - ARielB (50)

Where B, = D +1/R Solving this, we get:

AF. = BRi AR, +OR, 51)

- ,33 - :321—,51

Where AR, is incremental step change in load.
If identical parameters are assumed: R1=R2=R3=R&mwg, = 5, = S

Ap = OPL*AR, +4R,
(o] 3ﬁ

(52)

Thus freq. Drop will be 1/3 of that which would be experience if the contnalas were

operating alone.
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4.6 Integral Controlled LFC

The free governor operation gives a reasonablepeance with a frequency drop of 4-5
% between no load and full load. But for bettelgfrency control, some other means
should be there, as so much change in frequenayotdre tolerated. So, the steady
change in frequency should be zero. While steaatg $tequency can be brought back to
the scheduled way by adjusting speed changer gettire system could undergo
intolerable dynamic frequency changes with changdsad. The speed changer setting
be adjusted automatically by monitoring the frequyerso a signal fromif is fed through
an integrator to the speed changer. This signahasvn asArea Control Error (ACE),
which is the change (error) in frequency.
From the figure 2 which shows - integral controltecee area interconnected model, we
get,

APc = - Ky [ Afpdt (53)

APc(s) = - (K/ s)Af (s) (54)

i.e. if the frequency drops by HZ (Af = -1) then the integrator calls for an increase in
power, with the call increasing at the ratekafpu MW/sec. Negative polarity must be
chosen so as to cause a positive frequency errgivéorise to a negative or “decrease”
command. Her&; is thegain constantthat controls the rate of integration and the speed
of response.
The guiding principle in pool operation is that learea in normal steady-state should
supply its own load and such portions of othersdlaa had been agreed upon. It is
required that the steady state tie-line power deviafollowing load changes must be
brought to zero. This is accomplished by a singlegrating block, but finding ACE as a
linear combination of incremental frequency andentental tie-line power accomplish
this.

ACEi = APyt + biafi , i=1,2,3.

where
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APyei(t) = Tij [Afir) - Afj)], 1) =1,2,3. il=]j
The motor signal will be of the form
APG (t) = - Ky | (ACE) dt
b is the frequency bias-settings. These are posiaatities. In order to get the perfect
adjustment of Pwe note that the frequency bias setting should be
bi = (Di + 1/R)
Above control is known as the tie-line bias contold with this type of control, the
steady state frequency error and tie-line poweratiew can be eliminated.
From the above it is clear that to get a bettefoperance the value of integral gain
should be optimized. Our main concern is to keepftequency and the interchanged
power at the desired level. So frequency deviagiod the error of the tie-line should be
minimum.
So, for a good AGC design,
« The ACE signal should ideally be kept from becontimg large.
« ACE should not be allowed to drift i.e. the intdgnh ACE over an appropriate
time should be small.

« The amount of control action called for by the AG@uld be kept to a minimum.

4.7 Analysis of Integral Controller

Before we proceed to the design of integral colgrove should know that why it is
necessary to optimize the gain of the integral rdlet. TheK; are positive constants;
associated negative sign is needed since we waatineACE ; to increasdg_As long

as an error remains, the integrator output willréase, causing the speed changer to
move. The integrator output and thus the speedggrgosition, attains a constant value
only when the frequency error has been reducedrm From hardware point of view we
can understand the presence of the integrator hgidering the ACE voltages distributed
to the dc motors of the individual generator urihat participate in supplementary
control within a given area. These moors run aata proportional to the ACE voltage
and continue to run until they are driven to z&rbis hardware implies an integrator in
the block diagram.
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From a control system point of view the integrdtas the merit that it drives the ACE to
zero in steady state. Of course, we are impli@adguming the system is stable, so the
steady state is achievable. Thus, in the steatly AGE ; = ACE ,= ACE 3= 0, and also
Af; = 0.

In this case we find\Pgeij = O. Thus, there is return to nominal frequency ane th
schedule interchanges. So the gain of the contrelleuld be optimized to meet high
accuracy requirements as the output response depesdme manner upon the integral
of actuating signal. A significant contribution ¢his controller to the steady-state
performance is, however obvious as the addition&gration in the forward loop
changes the system order and that the error ofnng is eliminated or considerably
reduced, as the practical integration may not biepge

For integral type control:

1. If we use sub critical gain settings we obtain glaly non-oscillatory response of
the control loop. This means that the integrahfgf), and thus the time error, will
be relatively large. In practical situation thistts®y is most often used. The
advantage is that the generator now will not nexégs“chase” rapid load
fluctuations, causing equipment wear.

2. As the sudden load increase sets in, the frequstmys failing off at some
exponential rate. During the first instants theegnal controller has not yet had
time to go into action, and the system responsgetermined by the primary
ALFC loop. After a certain time (the shorter thaei, the higher integral gain)K
the integral controller comes into action and ewalty lifts the frequency back to

its original value.
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CHAPTER-5 BATTERY ENERGY STORAGE FOR LOAD
FREQUENCY CONTROL

5.1 General

battery energy storage systems (BESS) can coverda spec-trum of applications
ranging from short-term power quality support tadeerm energy management. This is
a tremendous advantage of BESS technologies dimdlews very different applications
to be running on the same device [1], [2] with festponse [e.g., load leveling, peak
shaving, spinning reserve, black-start capabilityinterruptible power supply (UPS),
flicker compensation, voltage sag correction, aegailation, etc.]. Therefore, the BESS
increases the power system stability and secumtlyich helps the integration of
distributed renew-able energies and postpones expansion. Previous work [1] has
shown the great potential of BESS for frequencyulagpn. In fact, the supply of
frequency control reserve has even been identifiethat study as the application with
the highest value for the owner of BESS. Their gadnalysis is derived by com-paring
frequency control reserve prices on the ancillaayises market with typical BESS
installation and maintenance costs. The BESS ciisfys¢he technical requirements for
primary frequency regulation by absorbing powemfrehe grid for high frequency
periods, above a nominal value, and injecting poteethe grid during low frequency
excursions, below nominal set point. Additionabynce the BESS is composed only of
static elements, it has a very fast dynamic respawosnpared to typical generators or
other storage devices.

In recent years, several BESS have been liedtalorldwide for load leveling and
peak shaving mainly. Most projects intended forq@ency control were actual
demonstrations of the feasibility of the technol@md the commercial aspect was often
left aside. For that reason, preceding BESS dewieame often over-dimensioned, thus
annihilating any chances of high economic profitgbi Prior study [3] gives an
optimization method for the dimensioning of a BESS primary frequency regulation
using a control algorithm based on fixed state ledrge limitations (SoC-limits). The

technique developed al-lows dimensioning the manameters of a BESS, namely
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battery capacity, maximum and minimum state of gharalong with recharge and
discharge powers, for primary frequency controlligpto a large interconnected power
system such as UCTE [4].

5.1.1 State of the Art

In recent years, some of these applicatione lieeen successfully demonstrated at a
17 MW BES facility in Berlin [1] and 10 MW/40 MWh I@no facility in Southern
California. Kottick et al. have studied the effefta 30 MW battery on the frequency
regulation in the Israeli isolated power systemeiflstudy was performed on a single
area model representing the whole power systemcanthining a first order transfer
function that represented the BES performance.

However, they have not considered the effefcigeneration rate constraints on
dynamic performances. Lu et al. [4] have studiesl ¢ffect of battery energy storage
system on two area reheat thermal sys-tem consglednventional tie-line bias control
strategy. Their study reveals that a BES with sampbntrol can effectively reduce
frequency and tie-line power oscillations followirsyidden small load disturbances.
However, they have considered generation rate @ns{GRC) of 10%/min for reheat
type unit, but modern reheat type units have GRIG®@min [5]. An incremental BES
model is proposed.

The effect of BES on two area interconnected reltbatmal system is studied
considering conventional tie-line bias control ®gy. A GRC of 3% per min is
considered for reheat type units to obtain realistsponses. The results show that with
the use of BES, the dynamic performance of LFC graatly improve the overshoots of
frequency deviations, tie-power deviation and redilne steady state values of time error

and inadvertent interchange accumulations.
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5.2 BES Model

A schematic description of a BES plant is giverrig. 5.1. The main components of the
BES facility are, an equivalent battery composedafallel/series con-nected battery
cells, a 12-pulse cascaded bridge circuit connected/ -Y expressed transformer and a

control scheme. The ideal no load maximum d.cagatof the 12-pulse converter is as
Edo= Ego1+ Ego2= (6V6 / 7 )E; (55)

3 @ POWER
s

YS TEM
Y/A-Y
A4 3¢
12-PULSE
L € BRIDGE BATTERY
i CONVERTER
b s S
POWER PT/CT
TR.
CONTROL’
SCHEME

Fig-5.1 Schematic description of a BES plant

WherekE; is the line to neutral r.ms.Voltage. The equivaleintuit of the BES can be
represented as a converter connected to an equiNaéery as shown in Fig. 5.2 In the
battery equivalent circuit, Js is battery open circuit voltag&, is battery over-voltage;
Iy, connecting resistance; angd stands for internal resistance. The terminal veltaf

the equivalent battery is obtained from

Ept= EgoCOSM °- Relpes
Ept = 3V6/n Et(Co:°1 + co91%) - 6/ Xcolpes (56)

Whereq,° is firing delay angle of converter, X, stands for commutating reactangg |

is d.c. current flowing into battery, denotes overvoltage resistanceg;is overvoltage

capacitancejpis self discharge resistanagstands for battery capacitance.
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Fig5.2 Equivalent circuit of BES

From equivalent circuit of BES (Fig. 5.2), we cante the expression of d.c. current
flowing into the battery as

Ibes= (Eot- Enoc En)/( ot + Tos) (57)
According to the converter circuit analysis acteved reactive power absorbed by the

BES system are ,

Poes= 3V6/1 EdlpedCO%1 + COD%) (58)
Ques 3V6/1 EilpedSinu®y + sinu’) (59)
4 signal Kbes AEd 53 AEp EdoCosx’
1+STbes + + I°bes

AEco

. APpes /—Pb /}V

R

SIGN

(-]
bes

Fig-5.3 Block diagram of incremental BES model
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There are two control strategies BXQ modulation and (ii)P-modulation. But only

incremental active power is considered in load deewy control and hence we selPet

modulation in this report.

For P-modulationa;’= -a,°= «° Therefore,

Poes= 3V6/1 EdlpedCO%1 + COD%) (60)
_ o_
Poes= 6\/6/75 Edpecos” = (Edo 0031) Ibes (61)
by
A Signaly ——* BES!
T;" =Ac951 ] APbes * BFa
Py
Uy é_ 1 - 1 1+SKrifvy * . | _KPpy ol AF;
+ 1+STgq 145Ttq 1+STry ? @ 1+ STp1

AP91 APtie .

21X Tp <2>

S -

‘V
1 n g
u 1 1"5-‘(!‘2 o ] Kp2 r__, AF2
-+ a_ 1+STg2 1+STr, 1+STr, 1+ STp2
- Pb2s
E A Signal, ——= BES2
=ACE2
-Pb2

Fig-5.4 Block diagram of LFC with BES

And Ques 0 2j6
Let us assume

Ec=EgoCO° (63)
where E.~=d.c. voltage without overlap. From Eqs. (61) ai8)) (ve get,
Poes=Ecol bes (64)
Linearizing Eq. (64), we get the incremental BES/poas,

APpesEco Alpestlbes AEco (65)
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For BES system constant current operating modeeisrost efficient but for the sake of
LFC we adjust the firing angfe that isE.to the BES in constant power mode.

Let us decompos&Eco into two components, that is,

AE.= AE4+ AEp (66)
From Egs. (65) and (66) we get,
APpes= Eco0 AIbes"'lbes0 AEp"'lbes0 AEy (67)

Second term of Eq. (6Tes Epis to compensate the power deviation causegdsgrid
third term hesA Eq is to respond the system disturbance. Therefeeeassume,

Eco0 Albes"'lbes? AEp =0 (68)
AEy= - Eco/ lbes Alpes
=- (EdoCOSXO/ |beso) Alpes (69)

From Egs. (68) and (69) we get

APyes lpes AEq (70)
Then the use of BES in LFC is obtained by a dampiggalAE;.
Kbes
Eq= ASignal (72)
1+Ses

whereKpesand Tpesare the control loop gain and the measurement edinge constant,
respectively. The signal is useful feedback from power system in order to provide
damping effect.

Energy is released from BES system during peak pmaobd, that is discharging mode.
For the operation of BES in discharging mode we ame the ignition angle

B°(B°= n —a°) for the converter and the power consumptiornefBES is

Poes= 6V6/1 ( Edpegos®) , Bo= 1 —a®

Phes= - Eqol be§0310: - Ecolbes (72)
The similar result in discharging mode is obtdias

APpes - AEy Iobes (73)
In general,

43 |Page



APpes= (Sign)AEq 1%es (74)
When sign= 1, battery is in discharging mode andmgign = -1, battery is in
discharging mode.

Now battery overvoltage capacitive current cao aks written as,

d
lerm G — (Eb) (75)
Dt
If there is a deviation in battery current, thee thattery overvoltage capacitive current

(Iep) and voltageH,) will also deviate from their initial values. Tleefore, we can write,

|cb:|cb0+ Algp (76)
And
E= Eob + AEy (77)

From Egs. (75) - (77) we get

d 1
— (AEp) = — (kp+ Aley) (78)
dt [

In fig 5.2 current through overvoltage capacitacae be written as,

b
leb= —————lbes (79)
(rb + ch)
Therefore,
b
Iocb = E— |0bes (80)
(b + ch)

And also from eq (79)

Mo
Alcbz —Albes (81)
(b + ch)
From Egs. (78) , (80) and (81) we get,
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d M

— (AEp) = —————(lbes+ Albed (82)
dt & rp + Xep)
After simplifying Eq (82) we get
Mo
AE, = ( |beso+ Albeg (83)
1+Sy

Similarly we obtain,

AEpoc = —( |beso+ A|bes) (84)
(1+Sh)

Where

To= opCop (85)

Tp=TpCp (86)

From Eq. 3 also we can write,

AEpt- AEpoc AEy
Ibes: (87)
(dt+ Tos)

Now using Egs. (67), (72), (83), (84) and (87) dattincremental block diagram is
drawn in Fig.5.3.

5.3 Studied system

In order to study the effect of the BES, a dig@amputer model for LFC of a two area
reheat thermal system, and the BES in first areatown in Fig. 5.4. Conventional area
control errors (ACE) in both the areas are takerninasit signal (signak ACE;and
signab=ACE,) to BES system. When BES system is used in fisa® the complete
system is 15th order.

In this paper a 10 MW/40 MW h BES system is app|[&jd Parameters of the two area

reheat thermal system and the BES system are givékppendix A. The computer
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programs are developed in FOR-TRAN-77. Time domsamulations are conducted with

a fourth-order Runge Kutta method.

5.4 Generation rate constraint (GRC)

In a power system having steam power plant genen-aan only change at a specified
constant rate. Rate limits are imposed to avoidewidriations of process variables like
temperatures, pressure, etc. for the safety ofdjugoments.

To explore this aspect, a GRC of 3% per min is icimed. At each integration time
interval oft, the generation rate is checked for its magnitm®sign. In case generation
rate exceeds the maximum specified rgtéhe generation is constrained through the
relationship

APyi(K) = APgi(k-1) £ At (88)
Wherery= 3% per min = 0.0005 pu MW/ s.

5.5 Controller model

Emphasis has been laid on conventional integrarclber. The integral control law is

described as
Ui(t) = - KI; | ACEi(t)dt (89)

where, K]is the integral gain setting of area i and A€H; Afi+ AP;=ACE of area i and

Biis the frequency bias setting of area i.

5.6 Optimization of integral controller gain seting using integral

squared error (ISE) technique

Integral squared error (ISE) technique is usedofuinining the gain settings of integral

controllers with and without BES system. A perfonoaindex,

J= | (ACE2+ACEA)dt (90)
0
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is minimized for 1% step load disturbance in ardarlobtaining the optimum values of
integral gain setting Kl (for two equal area systémrKl,=KI). shows without BES
system. it is seen that KI=kl=0.12 and ¢,=0.00169.

Similarly, when ACE feedback is used for BES systdmsignaj=ACE;and
signab=ACE,), the same per-formance index (Eq. (36)) is minedifor 1% step load
disturbance in area-1 for obtaining the optimunugabf integral gain setting with BES
system. It was found that with BES system Kigd0.12 and o= 0.00169.
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CHAPTER-6 SIMULATION AND STUDIES OF MODELS

6.1 Simulation of Three Area Interconnected Model
In this section, various three-area models witfed#int generating stations are considered
and simulated using Matlab’s simulink software. Mahatical models used for

individual components of systems as earlier defined

6.1.1 Thermal — Thermal — Thermal three-area powesystem.
I.  Controlled System

In the figure 6.1, the simulink model of thermalr@egral controlled optimum system
1000 Mw is selected as base quantity and variouanpgters used in models are
calculated on 1000 Mw basis. Model is studied im&of size variation besides transient
performance of the system. Frequency deviationti@nthe analysis shows the controller
gain and its output changes with different areadiféérent rating. Oscillation in terms of
overshoot and undershoot produced during initiaiopeis comparatively more than
uncontrolled area systems. Settling time for freqyedeviation and tie-line deviation

stabilization also varies for controlled systemnttl®wgy time is around 10-15 seconds.
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. Simulation Results
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6.1.2 Thermal — Hydro — Thermal three-area powerystem.
I.  Controlled System

In the figure 6.2, the simulink model of thermaldng-thermal integral controlled

optimum system. 1000 Mw is selected as base gyaantid various parameters used in
models are calculated on 1000 Mw basis. Model uslistl in terms of size variation

besides transient performance of the system. Fnegudeviation and tie line analysis
shows the controller gain and its output changeh different areas of different rating.

Oscillation in terms of overshoot and undershoatdpced during initial period is

comparatively more than uncontrolled area syst&uetling time for frequency deviation

and tie-line deviation stabilization also varies fmontrolled system. Settling time is

around 40-50 seconds.
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6.1.3 Thermal — Hydro — Gas three area power system.
I.  Controlled System

In the figure 6.3, the simulink model of thermaldng-thermal integral controlled
optimum system. 1000 Mw is selected as base quaantid various parameters used in
models are calculated on 1000 Mw basis. Model uslistl in terms of size variation
besides transient performance of the system. Fnegudeviation and tie line analysis
shows the controller gain and its output changeh different areas of different rating.
Oscillation in terms of overshoot and undershoatdpced during initial period is
comparatively more than uncontrolled area syst&ettling time for frequency deviation
and tie-line deviation stabilization also varies fmontrolled system. Settling time is

around 50-60 seconds.
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[I.  Simulation Results
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6.1.4 Conclusion

In the project, Integral controller gain method® arsed for Automatic Generation
Control of three-area interconnected power sysi#fmen there is sudden load change in
any area, the frequency and tie line power arectffe For economic and reliable
operation of power system, it is essential to min@nhe errors. So the integral controller
is designed to meet the stated demand.

It has been found that reduction of R (speed droegh)ces frequency error. With high R,
low damping of oscillations and with low R, highnaiging of oscillation is produced. Use
of sub critical gain setting gives sluggish noniketory response of control loop and
which means integral dif(t) and time error is relatively large . Furthehas been found
that if all the parameters are considered same, flegjuency drop will be 1/30f that
which would be experienced if the control areasengerating alone.

It has been found that a per unit disturbanceenntial area produces more oscillations in
hydro and gas based system in comparison to thdvassdd system. While a per unit
disturbance in hydro or gas based system prodaege Uisturbance in hydro and gas
based system rather than in thermal based sysiémare is overall increase in
oscillations and settling time for frequency arel lthe deviations for all three different
interconnected systems.

From the results we have seen that T-T-T systenovashoots/undershoot of low peaks
and quick settles, the settling time is 10-15 sdsonThe model T-H-T has
overshoots/undershoot of low peaks comparativedyenthan T-T-T and settling time is
also much then T-T-T about 40-50 second. And Thedehol-H-G has more
overshoots/undershoot of high peaks i.e. mordlasuly, comparatively more than T-H-
T & T-T-T and settling time is also much then T-Hahd T-T-T about 60 second i.e.
takes more time to settle.

From the above discussion the model T-T-T is good.

System Settling time (second) Overshoot / undershibo
(Hz)

T-T-T 10-15 -0.0046 to 0.004

T-H-T 40-50 -0.027to 0.031

T-H-G 50-60 -0.002to 0.011
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6.2 Simulation of two areareheat thermal system without BES

In the figure 4.6, the simulink model of two arederconnected reheat thermal system.
1000 Mw is selected as base quantity and variouanpeters used in models are
calculated on 1000 Mw basis. The two area intereoted reheat thermal system is
studied considering conventional tie-line biastoal strategy. A GRC of 3% per min is

considered for reheat type units to obtain realigsponses.
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6.2.1 Workspace data
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Fig-6.2.1 Data for simulink model of two area inteconnected reheat thermal system

alue Class
0.425 double
0.425 double
=251x4 double> double
=251%3 double> double
012 double
012 douhble
120 douhble
120 douhle
a5 double
a5 double
=161 %2 douhle= double
24 double
24 double
.05 double
0.03 double
0.03 double
20 double
20 double
10 double
10 double
0.3 double
0.3 double
1 double
=897 x1 cell= cell
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<150%1 douhle= douhle
=161x1 douhle= double

6.2.2 Simulation results
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6.3 Simulation study of two areareheat thermal system with BES

In order to study the effect of the BES, a digitamputer model for LFC of a two area
reheat thermal system, and the 10 MW/40 MW h BESesy in the first area is shown
in Fig. only the region 1 has load disturbancé. isisimulated and compared the

frequency with and without BES.
Parameters of the two areas reheat thermal systdrtha 10 MW/40 MW h BES system

are find by a fourth-order Runge—Kutta method .

is given in fig.
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6.3.1 Workspace data

Marme | “alue Clas=s

HE1 0.425 double
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HorF =251x4 doubles double
H oow <2513 double= double
HEdao 10235 double
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H o.12 double
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H 0.5 double
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H g1 0.0 double
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H e 20 double
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A 11 0.3 double
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Fig-6.3.2 Data for simulink model of two area inteconnected reheat thermal system

6.3.2 Simulation results
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6.4 Results and Conclusions

Peak deviations and settling timeFaf F,andPye; with and without considering BES

system for 1% step load disturbance in area-1

Without BES BES+ACE feedback

Peak deviation settlingei(s) Peak deviation settling time (s)
Fi(Hz) -0.03 20 -0.028 10
F2(Hz) - 0.027 20 -0.018 10
Pier(pu MW) - 0.007 20 -0.005 10

A comprehensive mathematical model of BES systers haen developed for
investigating its application in load frequency toh Analysis reveals that the uses of
ACE for the control of BES substantially reduces peak deviations of frequency and
tie-line power and reduce the steady state valueginee error and inadvertent
interchange accumulations. Responses of the poyséers under random load changes
have also been studied with and without consideB&® system. It was found that the
BES system is capable of improving the system dynmamarformance even under the
random load disturbance. It can be concluded tlaapplication of BES system to load
frequency control of interconnected power systerth provide great improvement in
system dynamic performance.
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CHAPTER-7 SCOPE FOR FURTHER RESEARCH

1. In the present report, Power system model l@en considered to be linear. Thus,
system nonlinearities like governor dead band, [dahger ate limiter, backlash etc may

also be considered in the design techniques.

2. Here, only two areas reheat thermal intercot@gegower system has been considered
with and without BES. Thus, a multi area intercasted power system may be

considered for further study.

3. Here only integral control is used, Some of& controller with optimal control and

fuzzy logic may be used for further study.

4. Some other different algorithm techniques magp &e chosen for further study. like
Artificial intelligence(Al) techniques, and fuzzgdic, ANN, HFNN may be used in the

place of conventional control techniques used here.

5. Automatic generation control of interconnegbedver system with diverse sources of

power generation may be used for further study.
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