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Chapter 1
Introduction


1.1 INTRODUCTION    

Electronic communication media such as electronic mail (e-mail) are the relatively low transmission cost, fast delivery and high reliability media. These properties make it a way for commercial advertising purposes. So from recent years it has experienced most of e-mail by flooding user’s mailboxes with unsolicited bulk messages.
Spamming is the act of sending unsolicited (commercial) electronic messages in bulk, and the word spam has become the synonym for such messages. This word is originally derived from spiced ham (luncheon meat), which is a registered trademark of Hormel Foods Corporation [1].

Spam, officially called unsolicited bulk email (UBE) or unsolicited commercial email (UCE) has long become a social problem and even brought serious threat to the Cyber Security. There are mainly five different types of spam: Beyond e-mail spam, there is messaging spam (spam using instant messaging), newsgroup spam (excessive multiple postings in newsgroups), mobile phone spam (text messages), and Internet telephony spam (via voice over IP). But at present e-mail spam is the most common kind of spamming on the Internet.

The most common purpose for spamming is advertising. Mainly advertises offers good range from pornography, job offers, computer software, colleges, universities, banking, matrimonial, newspapers, online shopping, online games, insurance, medical products and social networking sites etc. So the main motivation for spamming is commercial profit, because of cost of sending millions of spam mail messages are very low [2].

Although sending e-mails have a lot of advantages, but spam mails have negative effects on e-mail users, system and world’s environment. These spams consume not only system, memory, storage requirements but also some following indirect effects.
Load on network traffic
As spam volume increase there will be lots of load on e-mail servers and network traffic in processing the mails. They will consume a vast majority of network and sever resources. There will used load balancer to balance the incoming mail on different mail servers. So it will also make financial losses. 
Bandwidth constraints
Spam entering an organization’s network consumes network bandwidth that could otherwise be used for legitimate purpose. As spam volumes increase, particularly as newer types of spam consume even more bandwidth on a per-message basis, bandwidth is consumed for non-legitimate purposes, in many cases requiring the deployment of larger data pipes simply to maintain acceptable performance.
Storage requirements
Similarly, as more spam enters an organization more of this content must be stored for review in spam quarantines. Spam may be typically stored for at least 30 days for employees to review the content for false positives, increases in spam entering an organization inevitably lead to greater storage requirements.

Loss of employee productivity
While some believe that loss of employee productivity is a serious problem for most organizations, Osterman Research has found that this is actually a relatively minor problem in the overall context of the spam problem. However, it is an issue for some organizations, particularly smaller ones that do not filter spam adequately at the server or gateway. Because employees will spend a lot of time to read and delete spam mails, so it will directly infect loss of their productivity. 
Other problems
There are a variety of other problems related to spam, including phishing attempts to purportedly come from a valid source, such as a bank, but instead direct recipients to enter their confidential information on a phisher’s Website. Some employees spending time perusing products and services offered in spam, links contained in spam messages that could direct users to harmful or offensive Websites.

In addition to these, there have negative effects on environment. According to McAfee Report, the average business email user is responsible for 131 kg of CO2 per year in email-related emissions, and 22 percent of that figure is spam-related. This spam energy is equivalent to the emissions that would result if every business email user burned an extra 3.3 gallons of gasoline annually [3].

The energy required annually to create, send, receive, store and view spam adds up to more than 33 billion kWh, approximately equivalent to four gigawatts of baseload power generation or the power provided by four large new coal power plants [3].

Users viewing and deleting spam is the largest energy drain associated with spam, almost 18 billion kWh or 52 percent of total spam energy [3]. So there should be strong techniques to reduce the energy consumption. 
1.2 DEFINITION OF SPAM
There is no exact definition of spam. Most of the spam can be termed as unwanted e-mail but not all of the unwanted e-mails are spam. Another term would be unsolicited commercial e-mail, but unfortunately spam is not only advertising material. There are two ways which are sufficient to define the word spam. One of which is unsolicited commercial e-mail (UCE) and other is unsolicited bulk e-mail (UBE). 
Unsolicited Commercial E-Mail (UCE): “E-Mail containing commercial information that has been sent to a recipient who did not ask to receive it” [4], or: “Unsolicited e-mail is advertising material sent by e-mail without the recipient either requesting such information or otherwise explicitly expressing an interest in the material advertised.”[5]

Unsolicited Bulk E-Mail (UBE): “E-Mail with substantially identical content sent to many recipients who did not ask to receive it. Almost all UBE is also UCE.”[4], or: “Unsolicited Bulk E-Mail, or UBE, is Internet mail (‘e-mail’) that is sent to a group of recipients who have not requested it.
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Figure 1.1: The set of spam, compared to other e-mail sets
As a summary one could agree that spam is something unsolicited, unwanted email what is mostly also an advertisement material. However not all unwanted e-mail letters are spam and not all spam is an advertisement. It is not an exact definition of spam. These are only properties in order to explain the relationship between spam and other e-mail. Figure 1.1 shows the relationship set among various categories of e-mails. 
1.3 STATISTICAL DATA
Spam is a problem that all Internet users experience in their everyday lives. In 2000, only 7% of the messages sent worldwide were spam, whereas in 2002, this was 40% [6]. 
But Symantec Corporation estimates that over 80% of all emails sent in 2008 were spam [7].
According Cisco-2008 Annual security report more than 100 billion messages per day or approximately 85 percent of all e-mail sent worldwide - can be defined as spam. The following figure shows that daily spam volumes have nearly doubled in 2008 relative to 2007 [8].
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Figure 1.2: Statistics about average monthly spam volumes
It is clearly visible from figure 1.2 that amount of spam sent over the Internet has been rising dramatically in recent years and no decline is to be expected in the near future.
1.4 TYPE AND CONTENT OF SPAM
There are different categories of spam as shown below in figure 1.3: 
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Figure 1.3: Different category of spam [9]

Advertisement spam
Most spam is commercial advertisement, often a direct product offer. Spam costs the sender very little to send, compared to other advertisement methods. The most common subcategories of the advertisement spam are: 
·  Products Email: attacks offering or advertising general goods and ser-vices. Examples: devices, investigation services, clothing and makeup.
· Online Pharmacy spam: Spam promoting different versions of Viagra, Anti-depressant pills that can be purchased online.
·  Adult Email: attacks containing or referring to products or services intended for persons above the age of 18, often offensive or inappropriate. Examples: porn, personal ads, relationship advice, dating etc.
· Pirate Software spam: spam offering pirate software, usually much cheaper than the official prices.
·  Fake Degrees spam: Spammers often try to sell fake Degrees and Diplomas.
· Job spam: Promoting jobs ‘working from home’ or offer job advertisement for fresher and experienced person. 
· Health Email: attacks offering or advertising health-related products and services. Examples: pharmaceuticals, medical treatments and herbal remedies.
· Leisure Email: attacks offering or advertising prizes, awards, or discount on leisure activities. Examples: vacation offers, online occasions and games.
· Internet Email: attacks specifically offering or advertising Internet or computer-related goods and services. Examples: web hosting, web design and spam ware.
Financial spam
While advertisement spam have at least a little probability, that the responder could get something for the sent money, the financial spam only tries to fool people and get their money somehow, without the chance to buy anything. Theses e-mail attacks that contain references or offers related to money, the stock market or other financial opportunities. The most common financial spam kinds are the following:

· Lottery spam: These spam are telling, ‘You have already won X Million’ in order to try to extract transfer fees etc.
· Bank fraud spam: These spams ask bank details, credit or debit card details, user name and password etc. in order to make fraud transactions.
· Investments & Credit Reports: These spam mails provide information for various investment plan i.e. insurance plan, stock market, unit linked plan etc.
· Real estate and loans: These spam containing information for property and real estate. They provide information about various plans for property loans.  
Phishing
Phishing spam is fake alert from banks and it asks for confirmation, validation or monitoring of details in order to defraud people of their personal information. Phishing spam are usually linked to fake login sites, which can be used to capture user details (e.g. passwords) in order to use this information to steal money or goods.
 The term phishing was coined because the fraudsters are “fishing” for personal information. Fraudulent e mails harm their victims through loss of funds and identity theft. They also make a draw back in on-line business, since people loose their trust in Internet transactions. Phishing e-mails use mostly the listed methods:
· Using the company’s Image: the fraudulent e-mails often contain the company’s logo and use similar fonts and colors schemes.
· Links to the real company’s site: The main link in a fraudulent e-mail sends the recipient to the fraudulent phishing web site, but many fraudulent e-mails include other links that send the recipient to sections of the real company’s web site.
· Fraud Email attacks that appear to be from a well-known company, but are not. Also known as "brand spoofing" or "phishing," these messages are often used to trick users into revealing personal information such as email address, financial information and passwords. Examples: account notification, credit card verification and billing updates.
· Scams Email attacks recognized as fraudulent, intentionally misguiding, or known to result in fraudulent activity on the part of the sender. Examples: Pyramid schemes and chain letters.
Image-based spam
Text is represented in one or more images often using unusual fonts, randomized backgrounds, background ‘snow’, slanted lines of text, fuzziness and other distortions to defeat more conventional spam-filtering technologies. Image spam is particularly bad for recipients, since each message is typically five to 10 times larger than a conventional, text-based spam message. These spam contains various image format i.e. .gif,.bmp,.jpg etc.
Spam with attachments
Similar to image spam, but using PDF files, word files, Excel worksheets or ZIP files as payloads to carry the spam content. This e-mail contains attachment of various files which contain non-legitimate contents. So they have high probability of detecting spam mails.
Figure 1.4 shows percentage breakdown of spam mails by different countries. Figure shows that China is in the first position to send spam e-mails.
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Figure 1.4: Spam breakdown by countries [10]
1.5 TECHNICAL BACKGROUND
Transmitting an e-mail message and composition of message are defined mainly in two protocols, the Simple Mail Transfer Protocol (SMTP, RFC2821 [11]) and the Internet Message Format (RFC2822 [12]). The central motivation of SMTP is to support reliable and efficient mail transfer. The Internet Message Format defines the structure of e-mail messages.
1.5.1 SIMPAL MAIL TRANSFER PROTOCOL
SMTP was originally developed in 1982 (RFC821 [13]), has been updated in 2001 [11]. SMTP is independent of the particular transmission subsystem and only requires a reliable ordered data stream channel. In the Internet Protocol Stack [14] it is located at the application layer and uses TCP for data transmission.

An e-mail message usually consists of three different parts- the SMTP envelope, the header and the body. SMTP specifies a set of commands to transmit an e-mail message between a SMTP client and an SMTP server. The exchange of these commands between the client and the server forms the SMTP envelope and is also known as the SMTP dialogue. A minimum SMTP implementation consists of nine commands. Table 1 shows a typical communication scenario.

	Step
	Station
	Commands
	Meaning

	1
	Server:
	<wait for connection on TCP port 25>
	Waiting server for request

	2
	Client:
	<open connection to server>
	Connection initialize

	3
	Server:
	220 receiving.server.com 
	SMTP server ready

	4
	Client:
	helo sending.server.com
	SMTP handshaking

	5
	Server:
	250 Hello, sending.server.com
	Response of handshake

	6
	Client:
	Mail from: sender@sending.server.com
	Specifying sender address

	7
	Server:
	250 Sender ok, send RCPTs
	Acknowledgement

	8
	Client:
	rcpt to: receiver@receiving.server.com
	Specifying recipient

	9
	Server:
	250 receiver@receiving.server.com
	Receive recipient address

	10
	Client:
	data
	To tell that now data will be transferred

	11
	Server:
	354 Start mail input; end with <CRLF>. <CRLF>
	Server Acknowledge

	12
	Client:
	Mail text….
	Content of message

	13
	Client:
	.
	End of message “.”

	14
	Server:
	xyz@sending.server.com Queued mail for delivery
	Acknowledgement of receipt

	15
	Client:
	quit
	End of communication

	16
	Server:
	221 receiving.server.com Service closing
	Service closing transmission channel


        Table 1.1: Typical SMTP dialogue
1.5.2 INTERNET MESSAGE FORMAT
The Internet Message Format [12] specifies how an e-mail message is composed. Generally, an e-mail consists of a header and a body.
Message Header: All header fields have the same general syntactic structure: A field name, followed by a colon, followed by the field body. The header field can be grouped into “originator fields”, “destination address fields”, “identification fields”, “information fields”, “resent fields”, “trace fields” and “optional fields”. Table 1.2 summarizes the most important header fields in the Internet message Format.
	Originator fields:

	From:
	Specifies the author of message

	Sender:
	Sender of the message

	Reply-To:
	Reply address

	Destination address fields:

	To:
	Primary recipient(s)

	CC:
	Other recipients

	BCC:
	Blind carbon copy (addresses are not submitted to the other recipients)

	Identification fields:

	Message-ID:
	Unique message identifier

	Information fields:

	Subject:
	Subject of the message

	Trace fields:

	Return-path:
	The address to which messages indicating non-delivery or other mail system failures are sent.

	Received:
	When a SMTP server accepts a message, either for relaying or for delivery, it inserts a trace record including the sending and the receiving host and arrival date and time of the message.


Table 1.2: The most important header fields in the Internet Message Format [12]
Message Body: The second part of a message called message body, contains the information itself and, if structured, is defined according to the MIME-Protocol (Multipurpose Internet Mail Extension).
1.6 LIFE CYCLE OF SPAM
First, spammers harvest email addresses, typically by “scraping” websites, a process that uses automated software to download a website’s entire content and search it for email addresses. The spammer then creates the spam campaign by writing the code and creating the copy for the spam messages. Next, a combination of zombie PCs (called botnets when they occur in large numbers) and conventional mail servers send the spam. 
The spam messages travel over the Internet hardware owned by ISPs and other network providers which acts as a bridge between sender and receiver. After reaching the receiver’s network, mail servers process spam and place it into disk storage. Spam filtering devices use energy at several points along the way. Finally, email recipients must view and delete spam that has evaded the filters (false negatives). 
The Life cycle of spam can be summarized in following algorithm. Figure 1.5 shows clear view of the whole life cycle of spam.
Step 1: Collecting large number of e-mail addresses.

Step 2: Creating spam messages.

Step 3:  Sending spam from zombies and mail servers
Step 4: Transmitting spam from sender to receiver via the Internet

Step 5:  Processing of spam by incoming mail servers

Step 6: Storing messages

Step 7: Viewing and deleting spam

Step 8: Filtering spam and searching for false positives


Figure 1.5: Life cycle of e-mail spam
1.7 THE NECESSITY OF SPAM FILTERING
Nowadays the implementation of a reliable spam filter becomes more and more important for e-mail users since they have to face with the growing amount of uninvited e-mails. The spam is mainly a cheap and illegal form of advertisement exploiting that thousands of users are easily reachable on the Internet. Although it is illegal, most legislation enforcements fail due to the inability to identify the spammer. 

Increasing spam mail also reduces productivity of the company. For example, if a company has no filter and a worker receives 6 spam messages daily and it takes an average of 5 seconds to read and delete each spam message this means, that the worker will spend almost 3 hours per year to read and delete spam. These estimates are conservative and don't factor with time spent discussing the latest spam trends with co-workers or contact the Help Desk, etc.

A new solution in spam filtering always indicates the spammers to try to find the way through the filters. That causes spam filtering to be a never-ending fight. Currently some of the most efficient filters are based on Bayesian network classifiers, although there are several less complex methods as well to amend the filtering.
1.8 ORGANIZATION OF DISSERTATION 
This report will begin with a quick background on spam, which form the basis for a large number of spam filtering techniques. Then it will move on to a discussion of what requirements a spam filtering system must meet, as well as methods for evaluating the strengths of various techniques. The remainder of the report will focus on various filtering techniques and the strengths and weaknesses.
Chapter 1 gives the introduction about the spam. It explains the basic spam related issues. This chapter explains about the content and life cycle of spam. The last part gives necessity of spam filtering and organization of report.
Chapter 2 is concerned about the review of the related literature required for the project. This chapter gives the history of spam filtering techniques. 
Chapter 3 covers the introduction of Bayesian theory. In this section we also describe how we apply Bayesian theory to detect spam. 
Chapter 4 deals with implementation and analysis of project dissertation. It covers implementation details which I have implemented in Java. 
Chapter 5 covers results and discussion of project.

Chapter 6 covers the conclusion and future direction in this area. 
Chapter 7 shows the all references which is used in my project dissertation.
Chapter 2
Review of literatures

SPAMMERS TECHNIQUES   

In recent years, a vast number of methods and techniques for coping with the spam problem have been proposed and developed, ranging from legal countermeasures to very technical approaches. In order to bring some structure into this enormous amount of information, I am introducing a categorization of anti-spam methods.
When an e-mail has been sent to the recipient, we can apply any one of method between three groups- methods based on the source of the e-mail, methods based on the content of the e-mail, and methods using both source and content.

2.1 APPROACHES BASED ON SOURCE OF MAIL   
The most important method focuses on the source of an e-mail. This information is in most cases the client’s-IP-address, the sender’s domain or the full mailbox. It is usually extracted from the SMTP Dialogue or the message itself. 
On this basis, it is possible to classify the source in three different ways. The first way is to decide if the sender is a good or a bad one. Another possibility is to verify if a source is legitimated to use a claimed identity. The third method is to verify that the sender is willing to invest some additional effort to contact the receiver. In detail all major methods are:
• Blacklists, whitelists (good/bad sender)
• Sender Policy Framework, Caller ID, Sender ID, Domain Keys (legitimate or
  Non- Legitimate Sender)  
• Greylists, ChoiceMail and SFM (challenge-response systems)
2.1.1 IS THE SENDER GOOD/BAD?
There are two types of techniques based on the sender IP-address. These are Black-list and White-list.
Black-list: A black-list is a database containing IP-Addresses or domain names that are suspected to send spam [15]. Any message coming from a domain or IP-Address appearing on a black-list will be blocked. There are two main types of black-lists – real time black-lists (RBL) with a centralized or distributed database and black-lists self-maintained by administrators (domain-level blacklist). The most effective way is using RBLs maintained by third-party organizations which are based on DNS (Domain Name System). Figure 2.1 illustrates the basic principle of black-lists.



Figure 2.1: Typical scenarios for a black-list


The SMTP client with the IP-Address 102.106.33.2 connects to smtpserver.com. Before the SMTP Dialogue starts, the SMTP server records the IP-Address from the TCP-Connection and performs a DNS-Lookup at rbl.org. Rbl.org returns the reply code “127.0.0.2” which indicates that the SMTP client is a source for UBE whereon the SMTP server aborts the connection to the client.

In the case of second types of techniques, The Users create a black-list of addresses that should be prevented from entering the network and reaching the user’s inbox. There are a few disadvantages with using this technique. Because spammers can create many false from email addresses, it is difficult to maintain a black-list that is always updated with the correct e-mails to block. Also, some spammers do not even use a from address so a black-list would not be able to catch these cases.

White-list: A white-list is a database containing IP-Addresses or Domains that for sure do not send spam. Any message coming form a source appearing on a white-list will bypass filtering. A white-list is usually proprietary but there are also global white-lists containing organizations that signed up not to send spam. These lists are usually controlled through a third-party organization.

2.1.2 IS THE SENDER LEGITIMATE?

Important efforts have also focused on developing methods and techniques for determining whether the sender of an e-mail can be authenticated or whether he is legitimate. This includes various kinds of policy frameworks [16] or digital signatures [17].

The underlying idea is on the one hand that spammers do not want to be authenticated in order to avoid criminal prosecution and on the other hand that – for the same reason – spammers tend to fake header information in their e-mail which may lead to inconsistent information (for example, the pretended sender is not legitimated for the pretended sending mail server).

In the following, I briefly summarize the most important techniques in this area. They were originally submitted as proposals to the Internet Engineering Task Force.
Caller ID: proposed by Microsoft, Sendmail, Amazon.com and Brightmail

Domain Keys: proposed by Yahoo 
Sender Policy Framework (SPF): supported by AOL, GMX
SPF, Sender-ID and DomainKeys are concepts to eliminate the possibility of domain spoofing. The protocols try to leave the common transmission process unaffected and interoperate with SMTP to support the distribution and acceptance of the protocol. All described protocols have in common that they are using DNS for verifying e-mail. So, more network traffic is used, because every received e-mail must be checked at the domain specified at the e-mail address.


The Sender Policy Framework (SPF) [18], developed by Meng Wong and Mark Lentczner, uses the “MAIL FROM:” identity of the SMTP dialogue to verify the senders’ domain. This allows rejecting mail already within the SMTP dialogue. The protocol is a hybrid of the Designated Mailers Protocol [19] and the Reverse MX Protocol [20]. An SPF-Record designates the outbound SMTP Servers of the senders’ domain. When an SMTP Client connects to a mail exchanger, the server looks for an SPF-Record in the DNS-tree of the claimed sender domain. If the result received from the DNS-Query contains the IP-Address of the client, the sender is authorized to use the domain in the “MAIL FROM:” argument. If not the domain was spoofed.
The Caller-Id concept, developed by Microsoft, realizes the same concept but uses the so-called “purported responsible address” for verification. The purported responsible address refers to the mailbox that has directly initiated the transmission process. It is determined by inspecting the header of the message. For example if the header contains a “From:” field and a “Sender:” field, the PRA is extracted from the “Sender:” field.
 Both Caller-Id and SPF suffer from the fact that in the case of involved mail forwarding systems and mailing lists during the transmission process the IP-Address of the client often cannot be mapped to the domain of the sender. Therefore, additional concepts like SRS [21] (Sender Rewriting Scheme) must be implemented.
DomainKeys [22] also use DNS but the verification process works via digital signature instead of IP-Addresses. The sending side of this variant consists of two steps.
1. Set up: In this first step, the domain owner generates a public/private key pair. This key pair is used for signing all outgoing mail. The DNS holds the public key, and the private key is located at the outbound mail server.
2. Signing: When an end-user is sending an e-mail, than a digital signature with the private key will be generated by the DomainKey enabled mail system.
For verifying an e-mail on the receiver side, three steps are necessary:

1. Preparing: The DomainKey enabled system on the receiver side extracts the signature and the claimed “From:” domain from the e-mail headers and fetches the public key from the DNS for the claimed “From:” domain.
2. Verifying: With the public key getting from the DNS the receiving e-mail system verifies if the signature was generated by the matching private key.

3. Delivering: If the e-mail was successfully verified, then the message is delivered into the receiver’s inbox.
2.1.3 CHALLENGE –RESPONSE MECHANISM

Challenge-response systems initially block or hold e-mail from unknown senders. The senders are notified of the blocking, then required to prove they are human by taking a “quasi-Turing test”. If they pass, the e-mail is delivered [23].


Challenge-response (or reverse-white-lists or permission based filters) systems maintain a list of permitted senders. E-Mail from a new sender is temporarily held without delivery and the sender gets an e-mail with a challenge back. This challenge can be clicking on an URL or to reply to this e-mail. If spammers use fake sender e- mail addresses, they will never receive the challenge and if they use real e-mail addresses, they will never be able to reply all challenges in a certain amount of time.

Unfortunately there are some limitations to this approach. If both communication partners use challenge-response systems, then they will not be able to communicate with each other. Another shortfall is that automated systems or mailing lists can not respond to a challenge (if a friend is sending you an interesting newsletter). The third problem is character recognition or pattern matching – these security challenge features are easy to bypass. And finally a spammer may forge the e-mail address of a legitimate user.
There are many implementations of challenge-response systems – we take a closer look at three different types – grey-lists, a human interaction system called ChoiceMail and a subscription mail server called SFM (Spam Free Mail).
Grey-listing [24] is an aggressive method for blocking spam. It uses the fact that sending spam is not failure tolerant. Because spammers often do not know if their recipient addresses actually exist, they do not try to resend messages if an error occurs during the transmission process.

When a client connects to a SMTP server using a Grey-list, the server records the following information:

1. The IP address of the host attempting the delivery
2. The envelope sender address
3. The envelope recipient address
The server then compares this triplet to a local database. If no record matches, the message will be refused with a “temporary failure” response and the triplet is stored. Usually RFC compliant MTA`s try to resend this message within a certain period of time. When the message is received a second time within a specified time slot (normally after a timestamp for blocking and before the expiration date of the triplet) the message will be delivered.
ChoiceMail [25] can be run in different modes. Free for home use, Server edition and Enterprise edition, and uses a challenge-response system. If ChoiceMail cannot identify a message after checking it against your white-list, black-list and any rules you are using, it sends a “registration request” to the sender.
This short e-mail directs the sender to a Web page where he will be asked for his or her name, e-mail address and reason for contacting you. The sender also will be asked to fill in a code that appears on the screen as a graphic, something a person can do easily but a computer cannot do at all.
SFM [26] is a subscription e-mail server whose service can be viewed as an extension of your traditional e-mail service. It allows the creation (mostly automatically) of multiple addresses/aliases of yourself restricted to a narrow population of legitimate senders.
 
The principles of operation are very easy. There are two types of dynamic addresses: publishable (=master) and personal (aliases). An alias is intentionally restricted to a single contact or a group. If someone is trying to contact you for the first time, he sends an e-mail to your master address. This message never reaches its destination; the sender instead gets a challenge.
2.1.4 STRENGTHS AND WEAKNESSES 


Low resource requirements and its ease of maintenance are the two main benefits of blacklists. Any spam message can be rejected, before it is downloaded. Another big advantage is that some spammers remove e-mail addresses automatically, if an e-mail is rejected. There are only a few configuration changes necessary inside the server software.
A big disadvantage is the lack of granularity – either all of the e-mail from a given host is accepted, are all of it is rejected. Some spammers try to hide behind big ISP’s and use Hotmail or AOL accounts for spamming. One big problem of blacklists is the possible refusal of legitimate mail because blacklists are often poorly maintained and not up-to-date.
  There are similar limitations with white-lists as with using blacklists. If a spammer spoofs an address, he will get through a white-list. They must be updated regularly and this needs some time, but black-list and white-list typically stop around 10% of spam. [27]
Missing authentication of e-mail senders is one of the biggest weaknesses of the current mail infrastructure but sender authentication alone will not solve the spam problem. Sending unsolicited bulk e-mail would still be possible. The establishment of a central authentication authority would be required for a secure environment but this does not seem to be realistic.
 One big disadvantage of challenge-response systems is that some MTAs do not redeliver messages. Therefore, it is recommended to maintain a white-list containing these servers. Another general problem of challenge-response systems is the increased mail traffic.
2.1.5 GENERAL LIMITATIONS OF HEADER BASED APPROACHES
The header of an e-mail includes various information of the sender and the mail infrastructure involved during the transmission process. Generally, any information given in the SMTP dialog and the header can be forged because there are no integrity checks and authentication mechanisms defined in the standard SMTP. The only reliable information is the IP-Address of the client. Spammers often forge header entries of an e-mail. They try to inhibit the backtracking of the messages to keep their identity secret.
2.2 APPROACHES BASED ON CONTENT
This section covers techniques used to analyze an e-mail message (or more general: a text document) according to its content. The task is not to fully understand a text's meaning but rather to find significant features, such as word frequencies, etc. Simple approaches like keyword matching are introduced as well as more elaborate approaches that combine simple methods commonly used in the area of text information retrieval.
2.2.1 STATIC TECHNIQUES
Keyword based approaches involve simple searches of the body and/or the subject line of a message for specific keywords and phrases like “Viagra”, “Cialis” or “get this for free”. If these words or phrases appear, this fact is used as an indicator for spam. The three main types of keyword based matching are described below.
Keyword Based: Search for words or phrases that match exactly. For example, “Viagra” only matches “Viagra”.
Pattern Matching: Covers simple variations by mixing constant text and flexible components like wildcards, case (in) sensitiveness, number of occurrences. This kind of pattern matching is based on regular expressions [28]. For example, “V*i*a*g*r*a” matches “Viagra”, “V.i.a.g.r.a”, “Vviiaaggrraa”.
Rule Based: Rules are more complex constructs a message can be checked against. For instance, the rule “Mentions Generic Viagra” detects if generic Viagra is a main topic in a given message (via several regular expressions). It is a common practice to assign a certain value to each rule and to sum up those values to compute an overall spam rating.
2.2.2 URL ANALYSIS
URL analysis in its simplest form means white-list or blacklisting of URLs.
Filtering Spam Using Search Engines [29] An approach for filtering spam using search engines like Google and Yahoo has been developed at the Georgia Institute of Technology. The key idea is to filer spam according to the URLs (and their content) that occurs in an e-mail message (for example, whether they link to Web sites a user might be interested in or not). This is done by categorizing URLs via search engines as well as using Bayesian classifiers on Web site content to define a user’s interest (in terms of keywords resulting from the Bayesian analysis). The approach distinguishes categorized URLs, which have already been indexed by a search engine, and uncategorized URLs, which are not listed in any Web directory.
2.2.3 AUTHENTICATION
The problem with spam messages is that it is hard to tell if a message is spam or not. The obvious answer to this problem is that there has to be a way to recognize non spam messages. White-lists have been a method of choice for a long time, but they cannot solve one important problem. The e-mail protocol currently used does not provide any security features. This means that anybody may use more or less anything as a sender’s address.
2.2.4 IMAGE SPAM 
 Image spam is a technique with which spammers advertise the “call to action” of their message as part of an embedded file attachment (like a .gif or .jpeg) rather than in the body of the email. These images are automatically displayed to end-users, yet the content of the image itself re​mains hidden from most spam filters.
 The increase in more complex image spam attacks has caused spam capture rates across the email security industry to decline, resulting in wasted productivity and end-user frustration as more spam gets delivered to their inboxes. 
2.2.5 DIGITAL SIGNATURE, ENCRYPTION OF E-MAIL
A working public key infrastructure would solve this problem. If every message was signed with a private key, there would be no problem to authenticate all senders. Unfortunately, there is one rather big problem with this solution. Currently only a very small number of e-mail users have a valid certificate. Creating an infrastructure, which allows every e-mail user to use digital signatures, would be a big challenge.
Generally there are two different options for a public key infrastructure: Either there is one single root certification authority, which means that there is a heavy burden on this central authority, or there are many different certification authorities, which means that a lot of trust is required for each and everyone. A crafty spammer might start his own certification authority and therefore be able to sign all his messages and therefore get by this security measure with relative ease.
2.2.6 STRENGTHS AND WEAKNESSES
Static techniques are useful to some extent at the individual or even corporate level. However, the word “Viagra” may be of interest to a physician or pharmacist, thus keyword based filtering cannot be used as a general solution. Performance may be the main advantage of those primitive approaches, but another drawback is the need to update the keywords.
At first glance, URL analysis seems to be promising. Taking a closer look reveals a couple of drawbacks, though. Doing multiple queries in a search engine, or even running a Bayes classifier may require a lot of time. This can lead to a point where denial-of-service attacks based on messages containing vast amounts of URLs paralyze a complete e-mail service.
Missing authentication is one of the biggest weaknesses of the current mail infrastructure but authentication alone will not solve the spam problem. Sending unsolicited bulk e-mail would still be possible. The establishment of a central authentication authority would be required for a secure environment but this does not seem to be realistic.
2.3 APPROACHES BASED ON SOURCE AND CONTENT
In many cases information from the body or the header of an e-mail alone is not enough for a classification. Especially mass mailer detection needs as much information as possible to be able to compare messages as thoroughly as possible. So there are different technologies which use this approach.
2.3.1 FINGERPRINTS, SIGNATURES, CHECKSUMS
Digital fingerprint: a value calculated from the content of other data that changes, if the data upon which it is based changes.
Checksum: A checksum is a value computed by adding together all the numbers in the input data. It is the simplest form of a digital fingerprint – problem reordering the numbers in the document, does not change the checksum value.
Cyclic Redundancy Checks are more reliable than checksums, they normally reflect even minor changes to the input data, but it is relatively easy to generate a completely different file that produces the same CRC value.
Hash algorithms and message digest: “one way hash algorithms” produce a “hash” value, that means it is easy to compute b from a, but it is very difficult (or impossible) to compute a if you only have b.
2.3.2 CLASSIFICATION METHODS
The main idea behind their usage in spam filtering is to find a suitable (computer- readable) representation for mail messages and to classify them as spam or ham. This representation is compared to training data and assigned to a class based on various techniques that are briefly described in the following. Some of the relevant technologies originate from the areas of text information retrieval and text analysis.
2.3.3 REPRESENTATION OF TEXTS
Text analysis is mainly based on words or tokens that occur in the documents of the used text collection. The task is not to fully understand a text's meaning but rather to extract relevant tokens. Tokens can be entire words, phrases, or n-grams (overlapping tokens consisting of n characters). Although this approach might miss some of the information content, it has clear performance advantages and is independent of the text's language. Several models exist for text representation based on those tokens/terms, the most common ones are listed below.
Term frequency: A message is represented by the number of occurrences of terms (the more often a word occurs in a message the higher the value for this word).
TF IDF (Term Frequency Inverse Document Frequency) Representation: All occurrences of each term in a document collection are registered. Further, the number of documents each term occurs in is computed. Then each document is represented by the terms included in this document (term frequency) weighted by the number of occurrences in all documents (inverse document frequency) [30].
Training Models:
 Training can denote a simple storing of examples or involve more sophisticated and time consuming methods, particularly important when token frequencies shall be held up-to-date. According to [31], there are three major training methods TEFT, TOE, TuM.
TEFT (Training on everything): every message is used to update the database.
TOE (Train-on Error): only messages that were incorrectly classified are used for training (usually after a corpus train). An advantage is the dynamic handling of errors; the downside is the amount of human interaction needed (to find false classifications).
TuM (Train until Mature) [32]: Provides a hybrid between TEFT and TOE. TuM will train the individual tokens in a message only up until a point where they have reached maturity (for instance 25 hits per token). New types of training data are still trained as well as immature tokens. TuM trains all tokens whenever an error is being retrained. Therefore, it has both advantages – a balance between volatility and static data, and the ability to adapt to new types of e-mail.
Distance Measures:
The similarity between a query message and the messages in the training sets is measured via distance functions (like Euclidean Distance). The query vector (consisting of term frequencies) is compared to the examples in a training set so that one or more most similar vectors can be found (for example, the similarity between an incoming mail message and a ham or spam training set).
After the computation of distance measures the query vector has to be assigned to a class according to the training set, that is, it tags a given message as either ham or spam according to a spam and a ham training corpus. It is not always the best choice to base the decision whether a query vector belongs to one class or not on the one most similar vector in the training set only.
2.3.4 BAYESIAN THEORY
Although the application of Bayesian analysis to spam is rather new, the Bayesian logic was actually first published by the Royal Society in 1763 and is based on Thomas Bayes (born 1702 in London).
In basic terms, Bayes’ Formula allows us to determine the probability of an event occurring based on the probabilities of two or more independent events. The general formula is written as:
                    P (B | Ai) P (Ai)

                        P (Ai | B) =
  ∑ P (B | Ai) P (Ai)


In a Bayesian filter scenario, text is represented by significantly positive or negative words (tokens), that is, typical spam or ham words. At first, lists of “good” and “bad” words are computed from a training set of positive and negative examples. The output is two lists containing spam and ham probabilities for all tokens (complete words in a classic Bayesian filter). Spam probabilities for tokens are calculated using:
 - The frequency of the token in the spam database
     
 - The frequency of the token in the non-spam database
     
 - The number of spam messages stored (in each database)

Any incoming e-mail is now represented by the most important tokens from these lists, either “most positive” or “most negative”. The overall spam probability is defined as the joint probability of independent events (the tokens).assuming that the variables a, b and c represent spam probabilities for three different tokens, the total spam probability of a message is equal to:
   a*b*c


a*b*c + (1 − a )*(1 − b)*(1 − c)

The decision whether a message is treated as spam or ham is based on this overall spam probability (via a simple threshold function).

Bayesian filters use a variety of different tokens in which few are listed below [31]:
Standard Bayes: Each word is a token – this method is used in most spam filter programs. Text is not preprocessed at all (everything is used as token, including header info, java script, etc.).
Token Grab Bag: A sliding window of five words is moved across the input text. All combinations of those five words are taken in an order-sensitive way – every combination is a feature.
Token Sequence Sensitive: A sliding window of five words is moved across the input text. All combinations of word deletions are applied (except that the first word in the window is never deleted) and the resulting sequence-sensitive set of words is used as a feature.
Sparse Binary Polynomial Hashing with Bayesian Chain Rule (SBPH/BCR): A sliding window of five words is moved across the input. A feature is the sequence-and- spacing-sensitive set of all possible combinations of those five words, except that the first word in the window is always included.
Peaking Sparse Binary Polynomial Hashing: this is similar to SBPH/BCR, except that for each window position, only the feature with the highest or lowest probability is used. The other features generated at that window position are disregarded. This is an attempt to 'decouple” the sequences of words in a text and make the Bayesian chain rule more appropriate.
Markovian matching: This is similar to Sparse Binary Polynomial Hashing, but the individual features are given variable weights. The increase of the weights is quadratic increasing with the length of the token, so that a feature that contains more words than any of its sub features can outweigh all of its sub-features combined.
2.3.5 SUPPORT VECTOR MACHINES (SVM)
The Support Vector Machines model, introduced by Vapnik [33] [34], has proven to be a powerful classification algorithm and is used in many categorization tasks including text categorization. The main idea is to map the input data into a high dimensional feature space and separate this data by the hyper plane that has provides the highest margin between the two classes. If classes are not linearly separable, SVMs make use of so called kernels (convolution functions) to transform the initial feature space to another where a separating hyper plane exists.
2.3.6 K-NEAREST NEIGHBOR (K-NN)
A query is compared to all samples in the training set (according to a distance function, Euclidean distance is very common). The query is assigned to the class the most of the K-Nearest neighbors belong to (the k most similar vectors). For instance, if a message's five nearest neighbors consist of two spam messages and three hams, the message is classified as ham. K-Nearest Neighbor is an example for a decision part of a classification system.
2.3.7 NEURAL NETWORKS
Another technique widely used for classification and pattern recognition tasks are feed-forward neural networks. Neural networks differ from other approaches because of their extensive training phase and their heuristic way of initialization. Far more resources are needed for training than for actual classification, in contrast to the K-NN algorithm where training only means storing vectors and classification includes the costly comparison to all training examples [35].
2.3.8 CONTENT/KEYWORD FILTERING
Email can be checked for particular keywords. These keywords can be in any part of the email, the header, the subject line, or the body of the email text. Mail can then be blocked if it contains specific words or combinations of words. Email can also be filtered for specific content. You may wish to block emails that contain executable files (ending in .exe, .com, or .bat for example). You may also wish to block emails that contain attachments with extensions that are commonly associated with viruses, trojans, and other malware (examples would include .pif, .scr, .vbs, etc.).

2.3.9 STRENGHTS AND WEAKNESSES
Bayesian filters offer a good method to detect spam messages. They represent a content based solution that is easy to implement. Disadvantages are the need for permanent filter training, limited applicability for ISP’s, potential counterattacks from spammers (insertion of random words [36]) and possible performance problems.
One big advantage of checksum based systems is the low rate of false positives. False positives can only occur when a message has been sent many times or the checksums of different messages are accidentally the same (a very small chance).
The neural network based approaches and support vector machines need an extensive training phase and do not allow to draw conclusions because of their heuristic initialization (they are a black box; the user does not know why a specific message is classified as ham or spam). 
Chapter 3

Filtering based on Bayesian theory 

3.1 THE BAYESIAN NETWORK IN GENERAL

A Bayesian network is a form of probabilistic graphical model, named after Thomas Bayes. Structurally, a Bayesian network is a directed acyclic graph where nodes represent variables and arcs represent dependency relations between the variables (nodes). An arc from node A to another node B is called: A is a parent of B. A node can represent any kind of random variable [37].
A Bayesian network with parameters is a graphical representation of the joint distribution over all the variables represented by nodes in the graph. If the variables are X1, ... , Xn we let “parents(A)” be the parents of the node A. Then the joint distribution for X1 through Xn is represented as the product of the probability distributions:
P(X1, ... , Xn ) = ∏ P(Xi | parents(Xi)) for i = 1 to n.
In order to fully specify the Bayesian network and to carry out numerical calculations, it is necessary to further specify for each node X the probability distribution for X conditional on its parents. In this way a Bayesian network could be used to perform any probabilistic inference over the domain variables.
Other important usage of the Bayesian networks is modeling, where the structure of the Bayesian network is generated by software. Learning the structure of a Bayesian network is a very important part of machine learning. To find the structure of the network, a scoring function should be maximized through a search algorithm.

Bayesian networks are used for modeling knowledge in many domains with uncertain knowledge, like medicine, engineering, text analysis, image processing, data fusion, decision support systems, and spam filtering.
3.2 THE NAIVE BAYESIAN MODEL   

The Bayesian network is called naive, if only one parent node is contained in the network and all the other variables are the children of the parent node. If the parent variable is “Xp”, the joint distribution formula in that case is the following:
P(Xp,X1, ... , Xn) = P(Xp) ∏ P(Xi | Xp) for i = 1 to n.
A naive Bayes classifier is a simple probabilistic classifier. Its main advantage is that naive Bayes classifiers can be trained very efficiently in a supervised learning. Naive Bayesian classifiers are used for parameter estimation in numerous practical applications.
3.3 BAYESIAN NETWORK-BASED SPAM FILTER
The Bayesian network-based spam filter uses the content of the e-mail. The main phases of the Bayesian network-based solution are the following: 
First of all there is a need to tokenize the e-mail, which means to separate it into small parts that are used further in the process. These tokens can be sentences, or word-pairs, but usually single words are used to define tokens. After that step the value of every token is determined by looking up in an updated table, what we call the token-dictionary. 
After getting the value of each token, there is a way to calculate a probability of the e-mail being a spam or a legitimate. Most implementations do not deal with all the values, usually in order to save processing time they calculate only with the most relevant values. The values of the relevant tokens have the largest distance from the neutral value and so they are close to be an obvious mark of spam or legitimate letters.
[image: image6.emf]
Figure 3.1: Creating a word database for the filter
The final step is to calculate the total spam probability of incoming e-mail and the final binary result is produced. If not only a binary result is required, it is also easily reachable to give the result as probability of being spam. This probability can be used in many different ways. For example, limits can be settled this way generating categories and different actions can be performed for them (e.g.: under 40% – put it in the inbox; 40-80% – put it in the inbox, with a marked subject:”possible spam”; above 80% – put it into the spam folder; etc.).
Chapter 4
Implementation and analysis

4.1 SOFTWARE ARCHITECTURE OF SPAM FILTER APPROACH
The software architecture of a program or computing system is the structure or structures of the system, which comprise software components, the externally visible properties of those components, and the relationships between them. The term also refers to documentation of a system's software architecture. 

At present most spam is commercial advertisement, often a new product offer. These spam mails may contain image attachment which contain text as a high probability of spam. Because at present mostly spam filter works on only keyword filtering based on message body. They don’t search the attachment with mails. So the commercial advertisement companies mostly send computer generated email with image attachment which contains spam data.
Each word in each email message is considered to be a token. The whole message, including the header, is parsed for tokens. The token separator is a blank space. Since I am not using any type of lemmatizer, I consider different forms of the same word as different tokens. For Example, run, running and runner are all considered as different tokens even though they stem from the single word “run”.
I have suggested an algorithm to detect spam mail which contain image (i.e. *.jpg,*.bmp etc.) as a mail attachment. At first the algorithm checks if e-mail contains any image attachment. If mail contains image attachment, it will convert this color image to grayscale image (i.e. *.pnm) so that it can easily convert into text format. Now it will convert into text file from the gray scale image. The flowchart of overall algorithm of project is shown as below. 














Figure 4.1: Flow chart of overall algorithm

Now from the text file it will generate the single word token based on my algorithm so that it can detect the probability of spam of an image attachment. Then original message body will be process. 

If e-mail doesn’t contain image attachment that means it will process normally based on the message body.

After find out mail contains image attachment or not, now the message body will be process. To examine the text message body I have suggested an algorithm which is based on Bayesian theory. So based on Bayesian theory it will create multi-word (i.e. single, double, triple) token in three phases. Based on these multi-word tokens it calculates the combined probability of being a spam mail.

4.2 IMPLEMENTATION OF FILTERING IMAGE ATTACHMENT
To filter the image attachment I have used open source software (djpeg.exe) having command-line execution features [38]. This software convert the colored image into grayscale (*.pnm) image so that we can reduce its level. 
Now by using open source software gocr048.exe it convert grayscale image into text file (*.txt) [39]. GOCR is an OCR (Optical Character Recognition) program, developed under the GNU Public License. It converts scanned images of text back to text files. GOCR can be used with different front-ends, which makes it very easy to port to different OS and architectures. It can open many different image formats, and its quality have been improving in a daily basis.
After the conversion into text file, it will go to the tokenization process. This process is based on Bayesian theory, which I have covered in the next section in detail.

4.3 IMPLEMENTATION OF BAYESIAN BASED SPAM FILTER
A Bayesian classifier is the application of a Bayesian network to the process of text classification. Bayesian networks are probabilistic networks that are used as problem solving models in different fields of work.
In our case, a Bayesian network is used to represent a probability distribution of specified text contained in a spam e-mail. In such a graph, a node represents a random variable, and a directed edge indicates a probabilistic dependency from the variable denoted by the parent node to that of the child. Hence, it is implied that any node in the network is conditionally independent of its non-descendents, given its parents. Each node is associated with a conditional probability table that indicates the distribution over that node with any possible assignment of values to its parents [40] [41].

I formulate the Bayesian network to solve classification problem. Let C be the class variable that indicates to which class (legitimate / spam) a message belongs, and let node Xi denote any attribute (token, in our case) in the message. For my purposes I will say count is the number of times it appears in database of spam or good mails. The specific values would be 0 or 1 depending on their presence in the message. The problem of class nature can be solved using:

pSpam = rBad / (rBad + rGood)
Where rBad = no. of times a token appears /Total no. of tokens in spam database and  

           rGood = no. of times a token appears / Total no. of token in good database.
So Bayesian filtering works on the principle that the probability of an event occurring in the future can be inferred from the previous occurrences of that event [42].
4.4 DESCRIPTION OF FILTERING PROCESS
The implementation program is written in Java and trained using public Enron-spam corpus as found in [43]. Enron-spam corpus is a mixture of 4500 spam messages and 1500 ham messages. Attachments, HTML tags, and duplicate spam messages received on the same day are not included. 

The implementation comprises of three phases: Tokenization, training, threshold selection and classification phase. Initially tokens are extracted from various available corpuses of spam and legitimate e-mails. I have applied machine learning techniques to extract tokens from corpus. Some of basic decisions that need to be taken into consideration while designing tokenizer are: case sensitivity, handling headers and IP address. 



Figure 4.2: Flow chart of overall implementation of Bayesian based filter

The training phase involves collecting statistics about different tokens and storing them in a memory. Hash tables best suit the operation because they can speed up the search for a token. The filter is trained using a known corpus of spam and good emails.
 A database of tokens appearing in each corpus and their total occurrences are maintained in a Hash-Map [44]. Hash-Map is a class in java uses a hash table to implement the Map interface. This allows the execution time of basic operations to remain constant even for large sets. I am using frequency training. Frequency training involves counting the number of occurrences of a token in every training mail. 
Then, the Threshold selection selects n (15, 20, 30 or more) most interesting tokens from incoming e-mail. Here we set threshold value to 0.5. The tokens with probability below 0.5 are considered as good token, and tokens with probability above 0.5 are considered as bad tokens.
 The most interesting tokens are those with probabilities close to 0.5 i.e. it can be a good token or a bad one. As each token is associated with a probability that determines the chances of the email being a spam, tokens from each new e-mail would be used to calculate a combined probability to assign a final score to the e-mail.
 In the case of a new token in an e-mail (means no record in the Hash-Map), it would be assigned a probability of 0.4. It implies that a new token is considered to be a good token rather than a part of a spam. If the token is present only in the good table (set of good emails), its probability recorded as 0.1. If the token is present only in the bad table (set of spam emails), its probability would be recorded as 0.9.
In this way, the most effective tokens are emphasized for the task. This technique directly targets those words that are found most of the time in either legitimate e-mails or spam. As a result, the final score will most probably end up near 1 if email is a spam, and near 0, if email is a legitimate email. 
This technique has some advantages. First, to avoid the problem of false positives, the threshold value can be raised to any value near to 0.9 to 0.5. Second, in the case of huge e-mails, the classification would be faster.
4.4.1 The Tokenization and Training phase
This experimental Bayesian filter is a content-based approach. This attribute gives this approach an advantage over other approaches. Content in this case includes headers and the message itself. First the filter must be trained to work accordingly. 




















Figure 4.3: The Tokenization and Training phase
A considerable number of good email and spam are required to train the filter. Two Hash-Maps is maintained, one each for legitimate email and spam. Let us call them the good table and the bad table, respectively. The good table contains tokens that occur in the good emails, along with their number of occurrences. Similarly, the data for bad emails is maintained in the bad table [45].
Based on these two tables, we build another table using the Bayesian formula of probability [40] [46]:
P (bad | token) =   

(P (token | bad) * P (bad))    (P (token | bad) * P (bad) + P (token | good) * P (good))
Where 

P (token | bad) = Probability of a token given that it is present in spam email.

P (token | good) = Probability of a token given that it is present in good email.

P (bad | token) = Probability of email being spam given that a specific token is present.
4.4.2 The CLASSIFICATION phase
This spam probability table will contain all tokens that occur in all e-mail, along with the probability of the e-mail being spam with that token present. For every new e-mail, it will tokenize single, double & triple word to calculate spam probability. I have used selection sorting to sort probability of each multi-word tokens.
 A fixed number of most interesting tokens (i.e.15 or more) are collected to calculate the combined probability. The most interesting tokens are those with probabilities close to 0.5 i.e. it can be a good token or a bad one. 
Effective tokens are those whose probabilities differ the most, on either side, from the threshold value [45]. These tokens are either significantly good tokens or bad tokens, and they are responsible for deciding the overall status of the message. 

Figure 4.4 show the flowchart of classification phase. Total spam rating score of an incoming score is given based on following formula:
         




 ∏ i P (ti)
Spam rating score=

 ∏i P (ti) + ∏i (1-P (ti))













Figure 4.4: The Classification phase
So based on the Spam rating score, e-mails is classified as spam or legitimate messages. I have classified into three categories based on the spam rating score.

1. If the rating score rises above the value 0.7, the e-mail would be declared as spam.

2. If the rating score is between 0.4 to 0.7 then e-mail may be declared as spam.

3. Otherwise the rating score is below 0.4, the e-mail may be declared as good mail.

Chapter 5
results AND DISCUSSION

5.1 THE TOKENIZATION AND TRAINING PHASE
            Initially all the tokens collected from the good table and bad table. Then, the various probabilities are calculated according to rules. There are thousands of spam and ham mail collections. It is not possible to show all the tokens in this report. So I am presenting few tokens with their probability into table 5.1 as shown below. 
	Multi Word Training Hash-Map Table

	Token
	P-Bad
	P-Good
	P-Spam

	free get
	0.015384615398943
	0
	0.990000009536743

	cash
	0.030769230797888
	0
	0.990000009536743

	selection thank
	0
	0.068965516984462
	0.009999999776482

	for you
	0.015384615398943
	0
	0.990000009536743

	delhi college
	0
	0.068965516984462
	0.009999999776482

	of engineering how
	0
	0.068965516984462
	0.009999999776482

	you are win
	0.030769230797886
	0
	0.990000009536743

	vigra
	0.030769230797886
	0
	0.990000009536743

	link get
	0.015384615398943
	0
	0.990000009536743

	there is
	0.015384615398943
	0
	0.990000009536743

	day gift
	0.015384615398943
	0
	0.990000009536743

	picture of
	0.015384615398943
	0
	0.990000009536743

	no virous it
	0.015384615398943
	0
	0.990000009536743

	this is special
	0.015384615398943
	0
	0.990000009536743

	vigra book
	0.015384615398943
	0
	0.990000009536743

	movie
	0.030769230797886
	0
	0.990000009536743

	it is purely
	0.015384615398943
	0
	0.990000009536743

	vigra book online
	0.015384615398943
	0
	0.990000009536743

	i am coming
	0
	0.068965516984462
	0.009999999776482

	get your
	0.015384615398943
	0
	0.990000009536743

	purely free
	0.015384615398943
	0
	0.990000009536743

	for
	0.030769230797886
	0.137931033968925
	0.182389944791794

	day gift my
	0.015384615398943
	0
	0.990000009536743

	movie ticket online
	0.015384615398943
	0
	0.990000009536743

	website link get
	0.015384615398943
	0
	0.990000009536743

	insurrance installment get
	0.015384615398943
	0
	0.990000009536743

	is a
	0.015384615398943
	0
	0.990000009536743

	from
	0
	0.137931033968925
	0.009999999776482

	selection
	0
	0.137931033968925
	0.009999999776482

	mtech from
	0
	0.068965516984462
	0.009999999776482

	engineering how
	0
	0.068965516984462
	0.009999999776482

	you win
	0.015384615398943
	0
	0.990000009536743

	porn
	0.030769230797886
	0
	0.990000009536743

	book your
	0.015384615398943
	0
	0.990000009536743

	i am
	0
	0.206896558403969
	0.009999999776482

	online
	0.061538461595773
	0
	0.990000009536743

	are win you
	0.015384615398943
	0
	0.990000009536743

	you i
	0
	0.068965516984462
	0.009999999776482

	college of engineering
	0
	0.068965516984462
	0.009999999776482

	free
	0.061538461595773
	0
	0.990000009536743

	get vigra
	0.015384615398943
	0
	0.990000009536743

	you want to
	0.015384615398943
	0
	0.990000009536743

	is special gift
	0.015384615398943
	0
	0.990000009536743

	college of
	0
	0.068965516984467
	0.009999999776482

	website link
	0.015384615398943
	0
	0.990000009536743

	offers
	0.030769230797886
	0
	0.990000009536743

	pursuing mtech
	0
	0.068965516984462
	0.009999999776482

	it is
	0.015384615398943
	0
	0.990000009536743

	girls
	0.030769230797886
	0
	0.990000009536743

	free get porn
	0.015384615398943
	0
	0.990000009536743

	valentine day gift
	0.015384615398943
	0
	0.990000009536743

	send free valentine
	0.015384615398943
	0
	0.990000009536743

	you i am
	0
	0.068965516984462
	0.009999999776482

	win
	0.092307694256305
	0
	0.990000009536743

	win lottery
	0.015384615398943
	0
	0.990000009536743

	see
	0.030769230797886
	0
	0.990000009536743

	if you
	0.015384615398943
	0
	0.990000009536743

	of engineering
	0
	0.068965516984462
	0.00999999776482

	cash this
	0.015384615398943
	0
	0.990000009536743

	delhi you are
	0.015384615398943
	0
	0.990000009536743

	on
	0
	0.137931033968925
	0.009999999776482

	how are
	0
	0.068965516984462
	0.009999999776482

	good morning sir
	0
	0.068965516984462
	0.009999999776482

	you win lottery
	0.015384615398943
	0
	0.990000009536743

	send free
	0.015384615398943
	0
	0.990000009536743

	fine i am
	0
	0.068965516984462
	0.009999999776482

	i am pursuing
	0
	0.068965516984462
	0.009999999776482

	to see
	0.015384615398943
	0
	0.990000009536743

	your cash this
	0.015384615398943
	0
	0.990000009536743

	website
	0.030769230797886
	0
	0.990000009536743

	sexy girls there
	0.015384615398943
	0
	0.990000009536743

	special
	0.030769230797886
	0
	0.990000009536743

	is purely
	0.015384615398943
	0
	0.990000009536743

	insurrance
	0.030769230797886
	0
	0.990000009536743

	gift my offers
	0.015384615398943
	0
	0.990000009536743

	your cash
	0.015384615398943
	0
	0.990000009536743

	mtech from delhi
	0
	0.068965516984462
	0.009999999776482

	are you i
	0
	0.068965516984462
	0.009999999776482

	for you your
	0.015384615398943
	0
	0.990000009536743

	ticket online send
	0.015384615398943
	0
	0.990000009536743

	girls there
	0.015384615398943
	0
	0.990000009536743

	a
	0.030769230797886
	0
	0.990000009536743

	is special
	0.015384615398943
	0
	0.990000009536743

	link get vigra
	0.015384615398943
	0
	0.990000009536743

	your selection
	0
	0.068965516984462
	0.009999999776482

	in
	0.030769230797886
	0
	0.990000009536743

	june
	0
	0.137931033968925
	0.009999999776482

	send
	0.030769230797886
	0
	0.990000009536743

	you want
	0.015384615398943
	0
	0.990000009536743

	this is
	0.030769230797886
	0
	0.990000009536743

	am pursuing mtech
	0
	0.068965516984462
	0.009999999776482

	good
	0
	0.137931033968925
	0.009999999776482

	am
	0
	0.413793116807938
	0.009999999776482

	want
	0.030769230797886
	0
	0.990000009536743

	am fine
	0
	0.068965516984462
	0.009999999776482

	virous it is
	0.015384615398943
	0
	0.990000009536743

	valentine
	0.030769230797886
	0
	0.990000009536743

	lottery
	0.030769230797886
	0
	0.990000009536743

	how
	0
	0.137931033968925
	0.009999999776482

	my
	0.030769230797886
	0
	0.990000009536743

	ticket online
	0.015384615398943
	0
	0.990000009536743

	cash this is
	0.015384615398943
	0
	0.990000009536743

	are win
	0.030769230797886
	0
	0.990000009536743

	gift
	0.061538461595773
	0
	0.990000009536743

	get your cash
	0.015384615398943
	0
	0.990000009536743

	am pursuing
	0
	0.068965516984462
	0.009999999776482

	am fine i
	0
	0.068965516984462
	0.009999999776482

	get property in
	0.015384615398943
	0
	0.990000009536743

	sexy
	0.030769230797886
	0
	0.990000009536743

	porn website
	0.015384615398943
	0
	0.990000009536743

	this is a
	0.015384615398943
	0
	0.990000009536743

	online send free
	0.015384615398943
	0
	0.990000009536743

	if you want
	0.015384615398943
	0
	0.990000009536743

	is purely free
	0.015384615398943
	0
	0.990000009536743

	selection thank you
	0
	0.068965516984462
	0.009999999776482

	morning sir i
	0
	0.068965516984462
	0.009999999776482

	for your
	0
	0.068965516984462
	0.009999999776482

	sir i am
	0
	0.068965516984462
	0.009999999776482

	banglore
	0
	0.137931033968925
	0.009999999776482

	online book
	0.015384615398943
	0
	0.990000009536743

	property in delhi
	0.015384615398943
	0
	0.990000009536743

	if
	0.030769230797886
	0
	0.990000009536743

	your insurrance
	0.015384615398943
	0
	0.990000009536743

	want to see
	0.015384615398943
	0
	0.990000009536743

	insurrance installment
	0.015384615398943
	0
	0.990000009536743

	of sexy
	0.015384615398943
	0
	0.990000009536743

	hurry!
	0.030769230797886
	0
	0.990000009536743

	am coming
	0
	0.068965516984462
	0.009999999776482

	win lottery get
	0.015384615398943
	0
	0.990000009536743

	engineering how are
	0
	0.068965516984462
	0.009999999776482

	june congratulation
	0
	0.068965516984462
	0.009999999776482

	virous if you
	0.015384615398943
	0
	0.990000009536743

	delhi college of
	0
	0.068965516984462
	0.009999999776482

	hurry! you
	0.015384615398943
	0
	0.990000009536743

	june congratulation for
	0
	0.068965516984462
	0.009999999776482

	gift for you
	0.015384615398943
	0
	0.990000009536743

	pursuing mtech from
	0
	0.068965516984462
	0.009999999776482

	is a virous
	0.015384615398943
	0
	0.990000009536743

	your
	0.092307694256305
	0.137931033968925
	0.400921642780304

	to see picture
	0.015384615398943
	0
	0.990000009536743

	of
	0.007692307978868
	0.137931033968925
	0.182389944791794

	day
	0.030769230797886
	0
	0.990000009536743

	24 june congratulation
	0
	0.068965516984462
	0.009999999776482

	see picture
	0.015384615398943
	0
	0.990000009536743

	no
	0.030769230797886
	0
	0.990000009536743

	morning
	0
	0.137931033968925
	0.009999999776482

	lottery get
	0.015384615398943
	0
	0.990000009536743

	fine
	0
	0.137931033968925
	0.009999999776482

	how are you
	0
	0.068965516984462
	0.009999999776482

	virous if
	0.015384615398943
	0
	0.990000009536743

	free valentine
	0.015384615398943
	0
	0.990000009536743

	banglore on 24
	0
	0.068965516984462
	0.009999999776482

	are you
	0
	0.068965516984462
	0.009999999776482

	you
	0.153846159577373
	0.275862067937851
	0.358024686574936

	there is no
	0.015384615398943
	0
	0.990000009536743

	in delhi you
	0.015384615398943
	0
	0.990000009536743

	get porn website
	0.015384615398943
	0
	0.990000009536743

	am coming banglore
	0
	0.068965516984462
	0.009999999776482

	online send
	0.015384615398943
	0
	0.990000009536743

	it
	0.030769230797886
	0
	0.990000009536743

	you your insurrance
	0.015384615398943
	0
	0.990000009536743

	book
	0.061538461595773
	0
	0.990000009536743

	get property
	0.015384615398943
	0
	0.990000009536743

	book your movie
	0.015384615398943
	0
	0.990000009536743

	this
	0.061538461595773
	0
	0.990000009536743

	good morning
	0
	0.068965516984462
	0.009999999776482

	morning sir
	0
	0.068965516984462
	0.009999999776482

	engineering
	0
	0.137931033968925
	0.009999999776482

	delhi you
	0.015384615398943
	0
	0.990000009536743

	banglore on
	0
	0.068965516984462
	0.009999999776482

	is no virous
	0.015384615398943
	0
	0.990000009536743

	i
	0
	0.413793116807938
	0.009999999776482

	your movie
	0.015384615398943
	0
	0.990000009536743

	picture of sexy
	0.015384615398943
	0
	0.990000009536743

	see picture of
	0.015384615398943
	0
	0.990000009536743

	on 24 june
	0
	0.068965516984462
	0.009999999776482

	thank you
	0
	0.068965516984462
	0.009999999776482

	mtech
	0
	0.137931033968925
	0.009999999776482

	i am fine
	0
	0.068965516984462
	0.009999999776482

	win you are
	0.015384615398943
	0
	0.990000009536743

	thank
	0
	0.137931033968925
	0.009999999776482

	installment
	0.030769230797886
	0
	0.990000009536743

	coming banglore on
	0
	0.068965516984462
	0.009999999776482

	picture
	0.030769230797886
	0
	0.990000009536743

	link
	0.030769230797886
	0
	0.990000009536743

	a virous if
	0.015384615398943
	0
	0.990000009536743

	for your selection
	0
	0.068965516984462
	0.009999999776482

	get porn
	0.015384615398943
	0
	0.990000009536743

	to
	0.030769230797886
	0
	0.990000009536743

	congratulation for your
	0
	0.068965516984462
	0.009999999776482

	coming
	0
	0.137931033968925
	0.009999999776482

	free valentine day
	0.015384615398943
	0
	0.990000009536743

	coming banglore
	0
	0.068965516984462
	0.009999999776482

	virous
	0.061538461595773
	0
	0.990000009536743

	book online
	0.015384615398943
	0
	0.990000009536743

	sir i
	0
	0.068965516984462
	0.009999999776482

	movie ticket
	0.015384615398943
	0
	0.990000009536743

	pursuing
	0
	0.137931033968925
	0.009999999776482

	college
	0
	0.137931033968925
	0.009999999776482

	gift for
	0.015384615398943
	0
	0.990000009536743

	lottery get your
	0.015384615398943
	0
	0.990000009536743

	special gift
	0.015384615398943
	0
	0.990000009536743

	sir
	0
	0.137931033968925
	0.009999999776482

	girls there is
	0.015384615398943
	0
	0.990000009536743

	porn website link
	0.015384615398943
	0
	0.990000009536743

	no virous
	0.015384615398943
	0
	0.990000009536743

	your insurrance installment
	0.015384615398943
	0
	0.990000009536743

	offers hurry you
	0.015384615398943
	0
	0.990000009536743

	24
	0
	0.137931033968925
	0.009999999776482

	you your
	0.015384615398943
	0
	0.990000009536743

	fine i
	0
	0.068965516984462
	0.009999999776482

	virous it
	0.015384615398943
	0
	0.990000009536743

	you are
	0.030769230797886
	0
	0.990000009536743

	gift my
	0.015384615398943
	0
	0.990000009536743

	is no
	0.015384615398943
	0
	0.990000009536743

	of sexy girls
	0.015384615398943
	0
	0.990000009536743

	property
	0.030769230797886
	0
	0.990000009536743

	get vigra book
	0.015384615398943
	0
	0.990000009536743

	your selection thank
	0
	0.068965516984462
	0.009999999776482

	on 24
	0
	0.068965516984462
	0.009999999776482

	book online book
	0.015384615398943
	0
	0.990000009536743

	property in
	0.015384615398943
	0
	0.990000009536743

	my offers hurry
	0.015384615398943
	0
	0.990000009536743

	congratulation for
	0
	0.068965516984462
	0.009999999776482

	valentine day
	0.015384615398943
	0
	0.990000009536743

	from delhi college
	0
	0.068965516984462
	0.009999999776482

	get
	0.001230769231915
	0
	0.990000009536743

	win you
	0.015384615398943
	0
	0.990000009536743

	there
	0.030769230797886
	0
	0.990000009536743

	installment get
	0.015384615398943
	0
	0.990000009536743

	special gift for
	0.015384615398943
	0
	0.990000009536743

	my offers
	0.015384615398943
	0
	0.990000009536743

	sexy girls
	0015384615398943
	0
	0.990000009536743

	congratulation
	0
	0.137931033968925
	0.009999999776482

	purely free get
	0.015384615398943
	0
	0.990000009536743

	offers hurry
	0.015384615398943
	0
	0.990000009536743

	24 june
	0
	0.068965516984462
	0.009999999776482

	delhi
	0.030769230797886
	0.137931033968925
	0.182389944791794

	hurry you win
	0.015384615398943
	0
	0.990000009536743

	installment get property
	0.015384615398943
	0
	0.990000009536743

	online book your
	0.015384615398943
	0
	0.990000009536743

	a virous
	0.015384615398943
	0
	0.990000009536743

	from delhi
	0
	0.068965516984462
	0.009999999776482

	purely
	0.030769230797886
	0
	0.990000009536743

	ticket
	0.030769230797886
	0
	0.990000009536743

	in delhi
	0.015384615398943
	0
	0.990000009536743

	is
	0.123076923191547
	0
	0.990000009536743

	are
	0.061538461595773
	0.137931033968925
	0.308510631322861

	your movie ticket
	0.015384615398943
	0
	0.990000009536743

	want to
	0.015384615398943
	0
	0.990000009536743


Table 5.1: Multi-word Tokens in Hash-Map with their probabilities

5.1.1 WHEN AN E-MAIL CONTAINS IMAGE ATTACHMENT
If an incoming e-mail contains image attachment, then program will ask for extract text from this image. After extracting text from image it will convert into tokens. Then, it will calculate the probability of occurrences to detect image as a spam or ham. Figure 5.1 shows the snapshot of running program when it found an image with incoming e-mail. 
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Figure 5.1: Incoming mail contains image attachment
5.2 THE CLASSIFICATION PHASE
            For every new e-mail, a fixed number of most interesting tokens (i.e.15) are collected to calculate the combined probability.

5.2.1 WHEN AN E-MAIL IS A SPAM MAIL
Single Word Token Probability:
	Token
	P-Spam

	win
	0.99

	gift
	0.99

	to
	0.99

	on
	0.01

	in
	0.99

	get
	0.99

	porn
	0.99

	website
	0.99

	link
	0.99

	hurry
	0.99

	lottery
	0.99

	this
	0.99

	is
	0.99

	special
	0.99

	for
	0.18787879


Table 5.2: Most interesting tokens with their probability (spam mail)
     --------------------------------------------------------------------------------------------------------
      Spam rating: 4.1029307E-12

I do believe this is a spam message!
Double Word Token Probability:
	Token
	P-Spam

	for your
	0.01

	get porn
	0.99

	porn website
	0.99

	website link
	0.99

	hurry you
	0.99

	you win
	0.99

	win lottery
	0.99

	this is
	0.99

	is special
	0.99

	special gift
	0.99

	gift for
	0.99

	for you
	0.99

	Nationwide valentines
	0.4

	valentines survey
	0.4

	survey win
	0.4


Table 5.3: Most interesting tokens with their probability (spam mail)
     --------------------------------------------------------------------------------------------------------

      Spam rating: 1.0

I do believe this is a spam message!

Triple Word Token Probability:

	Token
	P-Spam

	get porn website 
	0.99

	porn website link 
	0.99

	hurry you win 
	0.99

	you win lottery 
	0.99

	this is special 
	0.99

	is special gift 
	0.99

	special gift for 
	0.99

	gift for you 
	0.99

	nationwide valentines survey
	0.4

	valentines survey win 
	0.4

	survey win cash
	0.4

	win cash which 
	0.4

	cash which gift 
	0.4

	which gift would 
	0.4

	gift would you 
	0.4


Table 5.4: Most interesting tokens with their probability (spam mail)

     --------------------------------------------------------------------------------------------------------

      Spam rating: 1.0

I do believe this is a spam message!

Based on multi-word token probability it calculates total average spam rating. Figure 5.2 shows the snapshot of running program when it calculates the total spam rating greater than 0.7. I have classified into three categories based on their total spam rating.

1. Total spam rating > 0.7, means it is a Spam e-mail.
2. 0.5 < Total spam rating < 0.7, means it may be Spam e-mail.
3. Total spam rating < 0.5 means it is a Legitimate/Ham e-mail.
[image: image8.png][valentines surveyt 0.4

curveyt win 0.4

rocoosocagpan rating:

[ooooortost interesting uords ave :meeeeeeooooes
[se¢ porn uebsite .99

porn uebsite link 8.99

hurryt you win .99

you win lottery .99

chis is special .99

is special gift 0.99

[cvecial gife for .99

it for you 8.99

(1) 1dobelieve this message is spam!

nationuide valentines surveyt 8.4 U

ualentines surveyt win 8.4

surveyt win casht 8.4
in casht uhich 6.4

casht uhich gift 8.4

[uhich gift would 6.4

si¢¢ would you 6.4

[oooooooospan rating:

Training se

ocedotal Span rating:—> B.8758088596046 4480000





Figure 5.2: When incoming mail detect as a spam e-mail
5.2.2 WHEN AN E-MAIL IS A LEGITIMATE MAIL
Single Word Token Probability:

	Token
	pSpam

	i 
	0.01

	am 
	0.01

	fine 
	0.01

	pursuing 
	0.01

	mtech 
	0.01

	coming 
	0.01

	banglore
	0.01

	on 
	0.01

	june 
	0.01

	congratulation 
	0.01

	selection
	0.01

	thank 
	0.01

	how 
	0.01

	for 
	0.18787879

	delhi 
	0.18787879


Table 5.5: Most interesting tokens with their probability (good mail)
     --------------------------------------------------------------------------------------------------------

      Spam rating: .006098964E-25
I do believe this is a genuine message!

Double Word Token Probability:
	Token
	pSpam

	i am 
	0.01

	am fine 
	0.01

	fine i 
	0.01

	am pursuing 
	0.01

	pursuing mtech 
	0.01

	am coming 
	0.01

	coming banglore 
	0.01

	banglore on 
	0.01

	june congratulation 
	0.01

	congratulation for 
	0.01

	for your 
	0.01

	your selection
	0.01

	selection thank 
	0.01

	thank you 
	0.01

	are you 
	0.01


Table 5.6: Most interesting tokens with their probability (good mail)

     --------------------------------------------------------------------------------------------------------

      Spam rating: .0011627112E-27
I do believe this is a genuine message!

Triple Word Token Probability:

	Token
	pSpam

	i am fine 
	0.01

	am fine i
	0.01

	fine i am 
	0.01

	i am pursuing 
	0.01

	am pursuing mtech 
	0.01

	i am coming 
	0.01

	am coming banglore
	0.01

	coming banglore on 
	0.01

	june congratulation for 
	0.01

	congratulation for your 
	0.01

	for your selection 0
	0.01

	your selection thank
	0.01

	selection thank you 
	0.01

	how are you 
	0.01

	pursuing mtech i 
	0.4


Table 5.7: Most interesting tokens with their probability (good mail)

     --------------------------------------------------------------------------------------------------------

      Spam rating: .007673894E-26

I do believe this is a genuine message!


Based on multi-word token probability it calculates total average spam rating. Figure 5.3 shows the snapshot of running program when it calculates the total spam rating less than 0.5. That means it is a legitimate e-mail. 
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Figure 5.3: When incoming mail detect as a legitimate e-mail
5.3 PERFORMANCE METRICS
The following parameters are utilized in analyzing the performance of algorithm.
1. Threshold: I have taken threshold value 0.5. It may be change threshold to any value between 0 and 1. But for the performance issue threshold value 0.5 gives more accurate results.

      
2. Fixed Number of most interesting Tokens: As each token is associated with a probability which determines the chances of e-mail being a spam. When all tokens from each new email would be used to calculate a combined probability, it will more time spending process. Instead of considering all the tokens, it will better to consider only some fixed number of most interesting tokens (i.e. 15, 20, 30) of incoming email. The most interesting tokens are those with probabilities close to 0.5 i.e. it can be a good token or a bad one.
5.4 TESTING RESULTS OF SPAM CORPUS

I have used preprocessed and raw forms of Enron-Spam datasets to test this algorithm [15]. The "preprocessed" directory contains the messages in preprocessed format. Attachments, HTML tags, and duplicate spam messages received on the same day are not included. The "raw" directory contains the messages in their original form. Spam messages in non-Latin encodings, ham messages sent by the owners of the mailboxes to themselves (sender in "To:", "Cc:", or "Bcc" field), and a handful of virus-infected messages have been removed, but no other modification has been made. 
This spam corpus contains:
Legitimate mail -> Total number: 1500 emails
Spam mail -> Total number: 4500 emails

Spam: Legitimate rate = 3:1

Total number of emails (legitimate + spam): 6000
Table 5.8 shows the testing results based on Enron spam corpus. Table shows that this algorithm detects 94% accurate ham/legitimate e-mail and 95% accurate spam e-mail of Enron corpus. So it can conclude that this algorithm gives 94.5% accuracy.

	Enron Corpus
	Ham  Sample
	Spam Sample

	total mail sent

	1500
	4500

	classified as ham

	1410 
	25

	classified as suspected spam

	70
	200

	classified as spam

	20
	4275 


Table 5.8: Testing results of public Enron spam corpus 

Chapter 6
Conclusion and Future Work


Spam and anti-spam are in an ongoing arms race. Similar to many other anti-spam approaches, Bayesian theory based technique is just one new anti-spam weapon. The challenges present are speed, efficiency, database size, and the need of training data. The larger the set of tokens the greater the size of the database and the longer the time for training. Hash-Map table reduces a significant amount of time to search a token. Calculating probability of multi-word tokens gives more efficient results. There is a need to consider only those tokens that make an impact in deciding the status of an email. These tokens are called most interesting tokens. 
Some of other additional steps that can improve the overall spam detection capability can be added as follows:

1. Since I am not using any type of lemmatizer in my project, I have considered different forms of the same word as different tokens. For Example, run, running and runner are all considered as different tokens even though they stem from the single word “run”. The implementation of lemmatizer is one of the topics of future work.

2. By Integrating more techniques like black-list/white-list can give more significant results. 
Chapter 7
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