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        ABSTRACT

A mobile Ad-Hoc Network (MANET) is a self-starting network formed on the fly by a group of mobile nodes without the aid of any centralized administration or established infrastructure. Since node in MANET is free to move arbitrarily, the network topology may change rapidly and unpredictably. So, designing an efficient routing protocol becomes a challenging issue for such a network and extensive research is going in this area.

Several routing protocols have been proposed for MANET, which can be classified as proactive, reactive, and hybrid routing protocols. All of these protocols use the mechanism of blind flooding for the broadcasting of route request and route reply messages. Blind flooding results in severe broadcast redundancy leading to contention for channel access and collision in the network. Several mechanisms namely probabilistic scheme, distance based routing, location aided routing and cluster based routing have been suggested to dealing with blind flooding. Though all these approaches reduce the number of broadcasts to certain extent but a lot of ardency still exists.

In this thesis a mechanism is proposed for dealing with the broadcast redundancy. the thesis proposes an approach for calculation of the Minimum Connected Dominating Set (MCDS) for entire network based on two hop neighbor knowledge. MCDS is a subset of node in the network such that every node in the network either lies on the MCDS or is adjacent to it. The mobile nodes lying on the MCDS from the virtual backbone for the network and only these nodes are allowed to rebroadcast. This approach significantly reduces the total number of rebroadcast nodes in the network resulting resulting in considerable reduction of contention and collision. 

(Chapter 1)             
        INTRODUCTION

This section provides a brief introduction of Mobile Ad-Hoc Network (MANET) and its characteristics. It also discusses the important issues associated with MANET routing. This section also states the different criteria used for the evaluation of MANET routing protocols. 

1.1 Overview of Mobile Ad-Hoc Networks
Wireless networks can provide mobile users with widespread communication capability and easy information access regardless of location. There are currently two variations of mobile wireless networks. The first kind is known as infrastructure networks, i.e., those networks with fixed and wired gateways, the bridges for these networks are known as stations. Typical applications of this kind of network are LAN’s and cellular networks. The second type of mobile wireless networks is the infrastructure less mobile network, known as self-organized network, and which is also referred to as Mobile Ad hoc Network (a term used in MANET), Mobile Packet Radio Networking, Mobile Mesh Networking and Mobile, Multi-hop, Wireless Networking.

Self-organized networks consist of mobile radio nodes (hosts, routers or switches) forming a temporary network, without any aid of existing network infrastructure or centralized system administration. Network nodes, when out of the transmission range of each other, may communicate with intermediate nodes to forward their packets in a multi-hop mode. These networks are suitable in situations when an instant infrastructure is needed; typical applications include mobile computing in remote areas tactical communications, law enforcement operations, and disaster recovery.

A connection is achieved either through a single-hop radio transmission if two nodes are located within wireless transmission range of each other, or through relays by intermediate nodes that are willing to forward packets for them. Mobile wireless networks have increased dramatically during the past few years. They can be quickly deployed in many applications.

The mobile networks can be classified as Infrastructure mobile networks and Infrastructure less mobile networks. In Infrastructure mobile networks only the hosts are mobile. But the base stations are stationary. The mobile hosts communicate with each with the help of fixed base stations. So, they are also termed as single hop networks. The current 3G cellular networks are only limitedly mobile networks, as they do not allow the mobility of base stations.

The other type of mobile networks is the Infrastructure less mobile networks in which there is no requirement of any fixed Infrastructure. Such networks are also known as Mobile Ad-Hoc Networks (MANET). In MANET both hosts as well as routers can be mobile. An Ad-Hoc network is a self-starting network formed on the fly by a group of mobile nodes without the aid of any centralized administration or established Infrastructure.

   A mobile ad hoc wireless network is a network of (possibly mobile) devices that can be set up wirelessly without the use of a fixed infrastructure or centralized administration.

· No fixed Infrastructure.

· Node routes and forewords data.

· Routing plays a significant role. 
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(Fig.1.1)An mobile ad hoc wireless network

 A mobile ad hoc wireless network can be modeled as a directed or undirected graph:

1. Nodes are representing devices; if there is an edge from node u to node v, then v can receive u's signal.

2. However, this is a high level abstraction, which is necessary to use graph theory algorithms and may not always correspond to real-world observations.

            First, we will focus on the case of homogeneous devices, which have the same transmission range. Therefore we are using undirected graphs and the geographical distance of the represented devices determines edges between nodes.

1.2 Challenges associated with Broadcasting in MANET

Broadcast is spontaneous Any mobile host can issue a broadcast operation at any time. Due to host mobility and lack of synchronization, preparing any kind of global topology knowledge is prohibitive.

Broadcast is unreliable: No acknowledgement mechanism is used and attempt should be made to distribute a broadcast message to as many hosts as possible without paying too much effort. A host may miss a broadcast message because it is off-line or it is temporarily isolated from the network, or it experiences repetitive collisions, The acknowledgement mechanism should not be used as it may cause serious medium contention surrounding the sender
.

1.3  Problems in the Previous CDS Algorithms
The MCDS problem has received much attention and a number of algorithms [9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22, and 23] have been proposed to achieve a small DS subset with good approximation quality. These algorithms provide useful insights on how to construct and maintain a CDS backbone in mobile ad hoc networks. However, they also share the same unrealistic assumptions that prevent implementation with the existing wireless technologies.

The first assumption is that each node should have accurate topology information gathered from broadcast messages. Generally speaking, these algorithms either designate some centralized nodes that identify all the topology changes in the network or require each individual node to keep track of all its neighbors. Such “omniscient" topology information enables nodes to build a backbone and adjust it in a dynamic environment.

Second, a reliable MAC-layer broadcast scheme is assumed to effectively send control messages. This is because a node has to synchronize with all the other correlated nodes, at least its neighbors, before it accommodates any topology changes. For example, a node can declare itself as a cluster leader only when it receives the implicit or explicit consent of all its neighbors. The process may fail if any such message delivery fails. Worse, it could even end up in a situation with all the nodes trapped into deadlocks.

Third, the previous CDS algorithms assume that there is a distinction between the backbone construction phase and maintenance phase. The construction phase requires a global static snapshot, where no topology change is allowed, to establish the initial backbone. Afterwards, only a local static neighbor hood is needed to maintain the graph connectivity.

These assumptions facilitate theoretical analysis on these CDS algorithms in terms of approximation ratio, time complexity and message complexity; but also because of them, it is hard to deploy a backbone routing scheme for wireless applications. Obtaining accurate and complete topology knowledge is fundamentally complicated in a mobile ad hoc network without support from any outside infrastructure. Depending on an unreliable broadcast function to propagate and aggregate such information makes it even worse. IEEE 802.11 cannot provide reliable broadcast, and thus it is also difficult to synchronize with other nodes, a node's neighbors for example, as required by the second assumption. Furthermore, the normal case for an MANET is not to start from scratch with a large number of static nodes. Instead, the typical case is to add new nodes into an existing network, where topology changes and node exceptions are inevitable. Hence, it is inappropriate to assume a static global-scale or local-scale snapshot for backbone construction and maintenance.

1.4 Main Problem:

So many problems to calculating the MCDS are explained in this report.

The fig3.6 shows a network comprising of seven mobile nodes which are connected through bidirectional links according to the shown topology. Suppose the DSR protocol is used as the underlying routing protocol in the network.
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Figure1.2 Broadcast Storm Problem

If the node 1 wants to communicate with node 7, first of all a path needs to establish from 1 to 7. Suppose 1 does not have any path for 7 in its route cache. According to the DSR protocol the node 1 will generate a RREQ for node 7 and broadcast this RREQ to its neighbors namely 2, 3, 4, 5.On receiving the RREQ message each of 1’s neighbors will search for a path to G in their route caches and if they do not have any path to the desired destination then they will again retransmit the RREQ to their neighbors. Thus the blind flooding approach is used for the re-broadcasting of message. This blind flooding mechanism is very costly and will result in serious redundancy, contention, and collision, which are referred as the broadcast storm problem. The thesis proposes a strategy for effectively dealing with the broadcast storm problem in MANET and all existing algorithms used any type of node for calculating the MCDS so calculating complexity is average I try to minimize complexity for calculating of MCDS.

I also try to minimize existing problem of Guha, Khuller’s greedy, Wu and Li’s Algorithms.

Nodes that are unmarked by extensional rule 1 can also be unmarked by extensional rule 2 in Wu and Li’s Algorithms. There is some overlap between extensional rule 1 and rule 2. [3]

1.5 Motivation:
All existing algorithms used any types of node in calculating the MCDS but Proposed algorithms use a node, which has maximum number of neighbor’s node, this node cover maximum node in graph. So, algorithm use minimum steps for calculating MCDS.

Reducing the number of broadcasts could reduce bandwidth consumption
So I try to solve some existing problem by this report. 

And also try to minimize complexity of algorithms by reducing the number of steps.

1.6 Research Questions
The research presented in this thesis implements a new max. Neighbor’s node algorithm to calculate the Min. Connected dominating set nodes in ad hoc wireless networks. New algorithms decrease the size of dominating set nodes. The simulation results from the new algorithm are compared to results from Wu and Li’s algorithm. The research question for this thesis is:

“How does the new max. Neighbor’s node algorithm decreases the size of the dominating set of nodes according to the topology of the wireless networks?”

1.7 Organization of this Thesis 
This thesis is divided into seven chapters: Introduction (Chapter1), Literature Review (Chapter 2), Problem Identification (Chapter 3), Proposed Technique (Chapter 4), Implementation & Performance Evaluation (Chapter 5), Result (Chapter 6) and Conclusion (Chapter 7) 

Chapter 1 is an introduction for this thesis. It describes definition of mobile wireless network, ad hoc wireless network and its characteristics. . In addition to this a summary of status of routing protocols, the research question and overview of this thesis are outlined. 

Chapter 2 gives the literature survey about the status of routing protocols. Mainly there are two kinds of protocols, topology based routing protocol and position based routing protocol.  

Chapter 3 describes the many types of problem in some existing algorithms.  

And some main problem, which sort out in my thesis work. 

Chapter 4 This Chapter describes a new algorithm

Chapter 5 This Chapter describes use of Implementation. 

Chapter 6 presents simulation results and explanation. Tables and figures are provided based on the number of nodes used to run the algorithms.

In Chapter 7 relevant conclusions are drawn. The contributions of this work are briefly discussed followed by future areas of research that might be investigated in order to build upon the work presented in this thesis. 

(Chapter 2)             
        LITERATURE REVIEW

Various routing protocols have been proposed in recent years to address the routing problem in ad hoc wireless networks. Mainly they are classified into two routing classes. 

One type is topology based routing protocol, based on the information about the links. The other is position based routing protocol that uses additional information about physical location. 

2.1 Traditional Routing Protocols 
Das first developed distributed algorithms for Minimum Connected Dominating Set (MCDS) in mobile ad hoc networks. These algorithms provide distributed implementations of the two centralized algorithms given by Guha and Khuller. The shortest path algorithm does not work very well in MANETS because some nodes maybe temporarily inactive or some might move. Wireless networks require localized algorithms in which nodes make routing decisions based on the neighboring nodes information. 

Other traditional routing protocols that use link state or distance vector in wired networks are not suitable for ad hoc wireless networks. Lower bandwidth in wireless networks makes information collection expensive. The power limitation leads users to get disconnected from mobile host frequently. Routing information needs to be localized to adapt quickly to topology changes caused by node movements. Link state routing algorithms are closer to the centralized shortest path algorithm. Each node maintains a view of the network topology with a cost for each link. Each node periodically floats the link cost between it and all other nodes. If a node gets the information, it updates its view of topology and applies shortest path algorithm to select next hop. Although link state routing generally requires each node to know the entire topology, there are some link state algorithms where each node only maintains partial information of the network. 

The distance vector routing algorithms use the distributed version of Bellman-Ford algorithm (DBF), each node maintains for each destination a set of distances. A node selects next hop node if that node has the minimum distance for a destination. Compared to link state algorithm, it requires less storage space and less network bandwidth overhead. But this algorithm might be effective only when network topological changes are rare.[3] 

2.2 Position Based Routing Protocols 
In position-based routing protocols, forwarding decision of a node depends on the destination node’s position and its one hop neighbor’s position. One method, called Greedy routing algorithm, is a position-based protocol. Each node forwards packet to its neighbor that is closet to destination based on the location information. The greedy algorithm may fail to find a path if the node does not have a neighbor that is closer to destination than the node itself. When that problem arises, the message needs to be forwarded to the node with the least backward distance; this introduces another problem of looping packets. Greedy algorithm’s route is very close to the shortest path algorithm, but it has high failure rate because of loop or low degree graphs.
To solve the local maximum problem, another algorithm called FACE algorithm is provided. It guarantees the package delivery in connected graph, but it has longer route. Face algorithm is to forward the packet on faces of the planar sub-graph, which are progressively closer to the destination. It also increases the hop count. GFG algorithm is a combination of these two algorithms. First Greedy algorithm is run, when it fails, face algorithm is run, and then greedy algorithm is run. The GFG algorithm combines the two algorithms advantages: it guarantees the package delivery and a relative short route.[2] 

2.3 Dynamic Source Routing Protocols 
Other researches propose a dynamic source routing protocol. DSR is a simple and efficient routing protocol, especially in multi-hop wireless ad hoc networks. The network is allowed by DSR to be completely self-organizing and self-configuring. The protocol has two parts: Route Discovery and Route Maintenance. They work together to allow nodes to discover and maintain source routes to arbitrary destinations in the ad hoc wireless network. The algorithm does not need to construct any routing tables. All protocols operate on-demand, allowing the routing packet overhead of DSR to scale automatically to only that needed to be changed in the routes currently in use. This protocol adapts quickly to routing changes when node movement is frequent. [2]

2.4 Sub graph Routing Protocols 
Some researches try to find a sub-graph of ad hoc wireless network and search the routing in the sub-graph and reduce the running time. These approaches are known as dominating–set based routing protocols. Another type of routing protocols known as Cluster based algorithm, divides a graph into several overlapping clusters. Each cluster is a clique, which is a complete sub-graph. The routing protocol is completed in two phases: cluster formation and cluster maintenance. The routing process centralizes the whole network into a small connected sub-network so that if the network topological changes do not affect this centralized part of the network, there is no need to recalculate routing tables in the sub-network. Dominating-set-based routing is also one kind of sub-graph routing. If every vertex not in the subset is adjacent to at least one vertex in this subset, the subset is called dominating set. The dominating-set-based routing is based on the theory of dominating theory. This approach reduces the routing and search process to a reduced sub-graph. The efficiency of the approach depends on the process of finding a connected dominating set and the size of the dominating set nodes. 

2.5 Other Routing Protocols 
Some protocols aim to consider the power problem in ad hoc wireless networks  because nodes are power-constrained in ad hoc wireless networks. One tries to select different nodes as route to balance the power assumption in the nodes, other designs an energy efficient routing protocols that dynamically makes local routing decisions so that a near optimal power efficient end to end route is formed for forwarding data packets. Because in ad hoc wireless networks, geographical routing protocols take advantage of location information, it heavily depends on the existence of scalable location management services. Therefore some researches studied the location management scheme in mobile ad hoc networks. Grid’s location service (GLS) is a new distributed location service, which tracks mobile node location. 
2.6 SUMMARY OF ABOVE MENTIONED RESEARCH
All of these studies are based on different assumption and try to achieve different objectives. Quite a few algorithms are based on the dominating set based principle. This research focuses on the minimum dominating-set-based routing protocol; particularly Wu and Li’s algorithm change into new Algorithms (Maximum neighbor’s node algorithms).

2.7 STATE OF ART

This section provides the description of drawbacks associated with broadcasting in MANET witch causes unproductive consumption of the network bandwidth. It also provides a brief overview of the various existing mechanisms used to deal with blind flooding and lists the disadvantages of the existing schemes.

2.7.1 Dominating Set

A dominating set for a graph G = (V, E) is a subset D ≤V of the vertices such that for every vertex u not element of D there exists at least one v € D and (u, v) element of E.

Example:

Consider the graph shown in fig. 3.1. There are different possible dominating sets for his graph. The most trivial case would be the dominating set with all the vertices, i.e. D = {1, 2, 3, 4, 5, 6 }. The sets D = {4, 2} and D = {4, 5} would be dominating sets of size 2. The

Set D = {6, 1, 3} is also a dominating set, with size 3.
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Figure 2.1: Dominating set example

The dominating set problem, i.e. the problem of finding if there exists a dominating set D of size K or less for a given graph G, has been proven to be NP-complete by a reduction from the vertex cover problem [8].

2.7.2 Minimum Dominating Set

A dominating set D of a given graph G = (V, E) is said to be a minimum dominating set if the number of vertices in D is minimal.

In fig. 3.1 the sets D = {4, 2} and D = {4, 5} are two minimum dominating sets of size 2. Consequently, the size of the minimum dominating set of a given graph is termed as the domination number of the graph. In the example shown in fig. 3.1 the domination number of the graph are 2.

2.7.3 Minimum Connected Dominating Set

The minimum connected dominating set of a graph G = (V, E) is subset C ≤ V such that

the sub-graph generated by C is connected and C is a  minimum dominating set.
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Figure 2.2: Minimum Connected Dominating set example 1.

Consider the graph in fig.3.2. One of the minimum dominating sets is D = {B, C} and  we also find that B and C are connected in the graph, so in this case the minimum connected dominating set I = D = {B, C}.[8]
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Figure 2.3: Minimum Connected Dominating set example 2.

Now, consider the graph shown in fig. 3. The minimum dominating set in this case is D = {B, E}. But B and E are not connected in the graph and so the minimum connected dominating set I is not the same as D. For the graph in fig.3.3 the minimum connected dominating set is I = {B, C, E} From this we find that |I| ≥ |D|. [8]

2.7.4 Guha and Khuller’s greedy algorithm

This algorithm [22] works by growing a tree T, starting from the vertex of maximum degree. At every consecutive step a vertex v from T is picked and scanned. When a vertex v is scanned edges from v to all its neighbors not in T are added to T. This process results in a spanning tree whose non-leaf nodes form the connected dominating set.

Algorithm[22]

Input: A graph G = (V, E)

Output: A connected dominating set S.

Begin

        1. Unmark all vertices (color them white).

        2. Set T = {Ø}

        3. For every vertex u, define N(u) = {v | (u, v) 2 E}

        4. Scan the vertex u with the maximum number of unmarked and color it black. All vertices v such that v € N(u) and v ¢ T are marked and added to T. They are colored gray.

        5. Continue step 2 over marked vertices until there are no more white nodes in the graph.

        6. The vertices colored black form the connected dominating set S.

End

Example:
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Figure 2.4: An example where the greedy algorithm fails.

Consider the graph shown in fig.3.4 Let u and v be vertices of degree d. It can be shown that this algorithm produces a connected dominating set of size d + 2 when a connected dominating set of size 4 is possible. The algorithm first scans u (coloring it black). This results in all the neighbors of u (N(u)) being marked (colored gray) and added to T. It then picks a vertex from N(u) and scans it (coloring it black) and its only unmarked (white) neighbor from N(v) is marked (colored black) and added to T. Now, every gray vertex in N(u) has exactly one unmarked (white) neighbor (in N(v)). The algorithms continues scanning all the vertices in N(u) until all the vertices in N(u) are scanned. Finally, a vertex from N(v) is scanned, resulting in v being marked and added to T. At this point when the algorithm finishes it picks a connected dominating set of size d + 2. Fig. 3.5 shows the connected dominating set of size d + 2 constructed by this algorithm. Figure 3.5: Connected dominating set of size d + 2 constructed by the greedy algorithm.
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Figure 2.5: Connected dominating set of size d + 2 constructed by the greedy algorithm.

2.7.5 WU AND LI’S ALGORITHM 
Wu and Li [24] proposed a simple and efficient distributed algorithm that can quickly find a DS in a mobile ad hoc network. In an ad hoc wireless network represented by a graph G= (V, E) all vertices are unmarked initially. m (v) is a marker for vertex v.  Vertex v is marked by setting m (v) = T (marked) and unmarked by setting m (v) = F (unmarked). The open neighbor of vertex v is represented by N (v) = {u| {v, u} <E}. 

The basic marking rule is: 

1) Every node v exchanges its open neighbor N (v) with its neighbors. 

2) If node v finds any two of its neighbors x, y, that are not directly connected, the node is marked to be a dominating set node (gateway node) m(v) = T. 

Where N[v] ∪ {v} = N[v], it is the closed neighbor set of v. Another condition is that assign a distinct id, id (v) to each vertex in the dominating set. 

The main idea of the extensional rules is that if a dominating set node A can be covered by another dominating set node(s) (B, C …) and A’s id is the smaller, it can be unmarked to be a non dominating set node. “Cover” means the N[v] ≤ N[u] or N (v) ≤ N (u) Ù N (w) etc. By applying the extensional rules, some nodes can be unmarked and the size of the dominating set is reduced. The number of dominating set nodes is largely reduced. [3]

The above algorithm proposed by Wu and Li is distributed and constant number of rounds is needed for the marking process. The dominating set includes all intermediate nodes of any shortest path. Wu and Li also proved that the dominating set is connected and closed to minimum.[3] 

Nodes that are unmarked by extensional rule 1 can also be unmarked by extensional rule 2. There is some overlap between extensional rule 1 and rule 2.[3]

I also try to minimize existing problem of Guha, Khuller’s greedy, Wu and Li’s Algorithms.

Nodes that are unmarked by extensional rule 1 can also be unmarked by extensional rule 2 in Wu and Li’s Algorithms. There is some overlap between extensional rule 1 and rule 2. [3]

All existing algorithms used any types of node in calculating the MCDS but Proposed algorithms use a node, which has maximum number of neighbor’s node, this node cover maximum node in graph. So, algorithm use minimum steps for calculating MCDS.

(Chapter 3)             
        PROPOSED TECHNIQUE

As described in the previous chapter all the existing mechanisms used for dealing with blind flooding suffers from various disadvantages. For, the probabilistic schemes it is very difficult to calculate the optimal value of probability P. Similarly in case of distance based schemes the calculation of optimal value of distance threshold is a big challenge. The location aided routing technique requires additional hardware (GPS) for accurate location determination and cluster-based schemes suffers from hidden terminal problem. To overcome these drawbacks a mechanism is proposed which calculates the minimum connected dominating set for the network from neighbor knowledge. The proposed mechanism along with its associated advantages and disadvantages are described in this chapter.

3.1 Proposed Solution:

 The main cause of the broadcast redundancy in MANET is that all the nodes in the network are participating in the rebroadcast process. So, the aim is to identify minimal number of the mobile nodes, which can cover the entire network. The set of such mobile nodes is termed as minimum Connected Dominating Set (MCDS). The MCDS is calculated and stored for entire network and only the nodes lying on the MCDS are allowed to rebroadcast. A virtual backbone for the network is constructed constituting of such mobile nodes.

3.1.1 Assumptions:

 Using only a subset of all nodes for the routing tasks (acquiring,

Keeping, updating routing information and the routing itself). 

·   It should be connected (otherwise correct routing impossible)

·   It should be reasonable small (otherwise no improvement)

·   It should contain shortest paths (otherwise routing ineffective)

·   Link between nodes are unidirectional. 

·   It should consist of nodes which possess enough energy resources 

3.1.2 Proposed Algorithms:

1. Start with empty MCDS(x);

1. Initially Neighbors Set(x)=all graph node;

2. Otherwise Neighbors Set(x)=MCDS(x) member’s neighbors node;

3. Select a node which has Maximum number of neighbors in to        Neighbors Set(x); (Maximum uncover nodes value)
4. Added this node in to MCDS(x).

5. Update all node & MCDS information ;

I. node statues ;

II. node cover;

III. node uncover; 

IV. MCDS cover;

V. MCDS Uncover; ect…..

6. Go to step 2 until MCDS  nodes not cover whole graph(MCDS Uncover =0);  

SRB% = ((RECV_HOSTS-REBD_HOSTS)/RECV_HOSTS)*100;

Where,

SRB% - Percentage of saved rebroadcasts

RECV_HOSTS – Number of hosts receiving the broadcast message

REBD_HOSTS – Number of Hosts rebroadcast the received message

3.2 Explanation Of New Algorithm :

I try to fix some existing problem with the help of my implementation and try to reduce steps in finding MCDS so complexity of finding MCDS is automatically reduce and give a vest result regarding to MCDS.

Problem in existing methods:

Nodes that are unmarked by extensional rule 1 can also be unmarked by extensional rule 2 in Wu and Li’s Algorithms. There is some overlap between extensional rule 1 and rule 2. [3]

All existing algorithms used any types of node in calculating the MCDS but Proposed algorithms use a node, which has maximum number of neighbor’s node, this node cover maximum node in graph. So, complexity of calculating MCDS algorithms are reduces. 

Proposed algorithms firstly use a node which has maximum number of neighbor’s node

So, maximum graph nodes are cover. Insert it in to the MCDS and update each node & MCDS .and store all max. Neighbor’s node in to neighbors set.

Next, find a next max. Neighbor’s node in to neighbors set, current neighbor’s node select first if no, select previous max. Neighbor’s node and so on. And Insert it in to the MCDS and update each node & MCDS .and store all max. Neighbor’s node in to neighbors set. This process is continuing until all graph nodes are not cover.

3.3 Advantages of the Proposed Approach:

· This method use maximum number of neighbors in calculating the MCDS So MCDS is too small.

· This method reduces the number of rebroadcast nodes required to traverse the entire network leading to reduction in the broadcast redundancy.  

· Reduction in the total number of broadcast message leads to reduced contention for channel access.

· Reduction in the total number of broadcast messages leads to reduced collision in the network.

(Chapter 4)             
        IMPLEMENTATION OF NEW ALGORITHM

In this chapter I try to describe how the new Algorithm is implemented and how the simulation is carried out. It is important that we test the performance of the algorithm by simulating it over a wide range of simulation parameters.

4.1 REQUIREMENTS TO IMPLEMENT NEW ALGORITHM
The new algorithm was implemented in Windows 2000 or XP operating systems & also Linux with Graphics, Mouse and keyboard programming are also used to implement the interface.

4.2  METHOD OF IMPLEMENTATION 

Initially simulation environment is same as shown bellow. 

· Implementation Firstly draw a connected undirected graph with the use of implementation tools and according users.
4.2.1    Simulation Enviroment 

[image: image10.png]



Figure 4.1 Simulation Environment

· Secondly we can show given graph in graphical form, table form as well as graph and table (both) form according to user choice 

[image: image11.png]



Figure 4.2 Simulation with working steps 2

· Thirdly we can apply new max. Neighbors node Algorithms, and calculate the MCDS in form of graph and table also.

4.2.2 Calculating MCDS With Node Values
[image: image12.png]



Figure 4.3 Calculating MCDS with Nodes Values

4.2.3  Calculating MCDS with MCDS step values 

· Fourthly you can apply change in graph then you can show change of MCDS in Graphically as well as numerically.

[image: image13.png]



Figure 4.4 Calculating MCDS with MCDS Steps Values

· Next you can use this implementation to understanding the actual change in MCDS and also compression of others.  

 (Chapter 5)             
       RESULTS

 In this chapter we conducted the simulation study which computes the average size of the MCDS derived from our algorithm and compared with results from existing Wu and Li’s & Nresh algorithm. We have simulated three algorithms: Wu and Li’s basic rule, Wu and Li’s extensional rules, Naresh Nanuvala algorithms and our new algorithm. 

In simulation environments, graphs are generated according to the user requirement and generated graph is undirected and if generated graph is disconnected, simply discard the graph. Otherwise continue the simulation. 

5.1 Example with Performance Evolutions

· Suppose a graph, which has total number of 15 nodes from 1 to 15 and connection between nodes, are shown in figure: 

Average MCDS Nodes for Wu & Li’s Algorithms is = 8

And Average MCDS Nodes for Naresh’s Algorithms is = 7

For new Algorithms = 6(as shown in figure)

1. Performance Evaluation with Proposed mechanism
Number of Nodes in the network = 15

Number of rebroadcast nodes according to DSR protocol =14

Number of rebroadcast nodes according to proposed mechanism =6

Reduction in Number of broadcasting hosts = > 14-6 = 8

Percentage of saved rebroadcasts

SRB% = ((14-6)/14)*100 = 57.143%

2. Performance Evaluation with  Wu & Li’s algorithms
Number of Nodes in the network = 15

Number of rebroadcast nodes according to DSR protocol =14

Number of rebroadcast nodes according to Wu & Li’s protocol =8

Reduction in Number of broadcasting hosts = >14- 8 = 8

Percentage of saved rebroadcasts

SRB% = ((14-8)/14)*100 = 42.850%

3. Performance Evaluation with  Naresh Algorithms
Number of Nodes in the network = 15

Number of rebroadcast nodes according to DSR protocol =14

Number of rebroadcast nodes according to Naresh Algorithms =7

Reduction in Number of broadcasting hosts = > 14-7 = 7

Percentage of saved rebroadcasts

SRB% = ((14-7)/14)*100 = 50%
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 Figure 5.1  Calculating MCDS for Example 1

 Above expiration show that , proposed algorithm reduce rebroadcast in compare to other existing algorithms.   

· Suppose a graph, which has total number of 12 nodes from 1 to 12 and connection between nodes, are shown in figure: 

Average MCDS Nodes for Wu & Li’s Algorithms is = 5

And Average MCDS Nodes for Naresh’s Algorithms is = 5

For new Algorithms = 5(as shown in figure)

1.Performance Evaluation with New
Number of Nodes in the network = 12

Number of rebroadcast nodes according to DSR protocol =11

Number of rebroadcast nodes according to proposed mechanism =5

Reduction in Number of broadcasting hosts = > 11-5= 6

Percentage of saved rebroadcasts

SRB% = ((11-5)/11)*100 = 54.54%

2.Performance Evaluation with Wu & Li’s
Number of Nodes in the network = 12

Number of rebroadcast nodes according to DSR protocol =11

Number of rebroadcast nodes according to Wu & Li’s  =5

Reduction in Number of broadcasting hosts = > 11-5= 6

Percentage of saved rebroadcasts

SRB% = ((11-5)/11)*100 = 54.54%

3.Performance Evaluation with Naresh
Number of Nodes in the network = 12

Number of rebroadcast nodes according to DSR protocol =11

Number of rebroadcast nodes according to Naresh =5

Reduction in Number of broadcasting hosts = > 11-5= 6

Percentage of saved rebroadcasts

SRB% = ((11-5)/11)*100 = 54.54%
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Figure 5.2  Calculating MCDS for Example 2

· Suppose a graph, which has total number of 17 nodes from 1 to 17 and connection between nodes, are shown in figure: 

Average MCDS Nodes for Wu & Li’s Algorithms is = 10

And Average MCDS Nodes for Naresh’s Algorithms is = 7

For new Algorithms = 5(as shown in figure)

1. Performance Evaluation with Proposed mcanism
Number of Nodes in the network = 17

Number of rebroadcast nodes according to DSR protocol =16

Number of rebroadcast nodes according to proposed mechanism =5

Reduction in Number of broadcasting hosts = > 16-5 = 11

Percentage of saved rebroadcasts

SRB% = (11/16)*100 = 68.75%

2. Performance Evaluation with  Wu & Li’s algorithms
Number of Nodes in the network = 17

Number of rebroadcast nodes according to DSR protocol =16

Number of rebroadcast nodes according to Wu & Li’s protocol =10

Reduction in Number of broadcasting hosts = > 16-10 = 6

Percentage of saved rebroadcasts

SRB% = (6/16)*100 = 37.50%

3. Performance Evaluation with  Naresh’s algorithms
Number of Nodes in the network = 17

Number of rebroadcast nodes according to DSR protocol =16

Number of rebroadcast nodes according to Naresh Algorithms =7

Reduction in Number of broadcasting hosts = > 16-7= 9

Percentage of saved rebroadcasts

SRB% = (9/16)*100 = 56.57%

1. Performance Evaluation with Proposed mcanism
Number of Nodes in the network = 20
Number of rebroadcast nodes according to DSR protocol =19
Number of rebroadcast nodes according to proposed mechanism =7
Reduction in Number of broadcasting hosts = > 19-7 = 12
Percentage of saved rebroadcasts

SRB% = (12/19)*100 = 63.157%

2. Performance Evaluation with  Wu & Li’s algorithms
Number of Nodes in the network = 20
Number of rebroadcast nodes according to DSR protocol =19
Number of rebroadcast nodes according to Wu & Li’s protocol =11
Reduction in Number of broadcasting hosts = > 19-11 = 8
Percentage of saved rebroadcasts

SRB% = (8/19)*100 = 42.1052%

3. Performance Evaluation with  Naresh’s algorithms
Number of Nodes in the network = 20
Number of rebroadcast nodes according to DSR protocol =19
Number of rebroadcast nodes according to Naresh Algorithms =8
Reduction in Number of broadcasting hosts = > 19-8= 11
Percentage of saved rebroadcasts

SRB% = (11/19)*100 = 57.89%

Above expiration show that , proposed algorithm reduce rebroadcast in compare to other existing algorithms. 

 Calculation of percentage of  Saved rebroadcasts(SRB)
	No. of  Hosts
	% Saved Rebroadcasts with New 
	% Saved Rebroadcasts with Wu & Li’s
	% Saved Rebroadcasts with Naresh

	12
	54.54
	54.54
	54.54

	15
	57.14
	42.85
	50

	17
	78.57
	37.50
	56.57

	20
	63.157
	42.1052
	57.89
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Figure 5.3 Saved Rebroadcasts Compression

Calculation of percentage of  rebroadcasts

	No. of  Hosts
	% Rebroadcasts with New 
	% Rebroadcasts with Wu & Li’s
	% Rebroadcasts with Naresh

	12
	45.46
	45.46
	45.46

	15
	42.86
	57.15
	50

	17
	21.43
	62.50
	43.43

	20
	36.843
	57.89
	42.11
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Figure 5.4 Rebroadcasts Compression

Is can be Observed from the Figures in Above that the broadcasts redundancy is considerably reduced by the proposed mechanism. It can also be observed that as the total number of nodes in the network increases the percentage saving in the rebroadcasts reduced but still the proposed mechanism outperforms the DSR, Wu & Li’s and Naresh algorithms even for the large networks.

Thus the proposed mechanism performs very well as compared to the basic DSR, Wu & Li’s and Naresh algorithms for a network and it is able to eliminate a large portion of the broadcast redundancy.

                                                                                        

                                            

                                                                                

                                                                                

                                                                        

(Chapter 6)   CONCLUSION AND FUTURE WORK

An Ad hoc wireless network is a special kind of wireless network without the aid of any established infrastructure or centralized administration. The routing of packets between any two nodes not directly connected can be achieved through intermediate nodes. Finding an optimal route faces many challenges in ad hoc networks. Dominating-set-based routing is one kind of routing protocol proposed to reduce running time. A dominating set has all the nodes with in the set or within its neighborhood. Wu and Li & Ramesh proposed an efficient algorithm to calculate the connected dominating set. The research presented in this thesis creates a new maximum Neighbor’s Node Algorithms to calculate Minimum-dominating set in ad hoc wireless network. 

My simulation results verify that Wu and Li’s & Ramesh algorithm results from using basic rule only is poor and generates a large dominating set. Wu and Li’s & Ramesh decrease the dominating set nodes considerably. After applying the new algorithm the decrease in numbers is more evident. The simulation results also show that results from the new algorithm constantly outperforms. 

Future Work
The future research direction is to present the attacks against routing in ad-hoc networks,and to design a new secure on-demand routing protocol which prevents attackers or compromised nodes from tampering with uncompromised routes consisting of uncompromised nodes and also prevents a large number of types of Denial-of-service attacks

This work must be focusing on two areas of secure routing protocols for ad-hoc networks. First it  will give a model for the types of attacks possible in such a system and several  new attacks on Mobile Ad Hoc networks .Second it will present the design and performance evaluation of a new on-demand secure ad hoc network routing protocol. 
                                                                   

                                                                               
(Chapter 7)             
        PUBLICATION FROM THESIS

During the period of working over this project we interacted with several other people working on Mobile Ad-Hoc networks. We collected the reviews and worked over the suggestion send to us and finally succeed in  published two research papers in International conference and National conference, so that our work can be recognised and validated .These papers presents the methods and algorithm we have developed and comparision results with different standard algoritms.
1. Conference Name : “4th International Conference on Wireless        Commnication” WICOM 2008

    URL                      : http://www.wicom-meeting.org
    Paper Title            : “Multicasting Approach in Mobile Ad-Hoc Networks”

    Authors                 :  Daya Gupta, Rinky Dwivedi.

    Location                : Dalian,China.
2. Conference Name : “INDIACom 2008” 

    URL                      : http://www.bvicam.ac.in/
    Paper Title            : “Performance Analysis Of Mobile Ad-Hoc Networks”

    Authors                 : Rinky Dwivedi
    Location                : Delhi, India
(Chapter 8)             
        REFERENCES

                                                                               

                                                                     
[1]. Nilandri Datta,” Performance Analysis of routing protocols for mobile ad-hoc Networks” partial fulfillment of M.Tech, in IIITM Gwalior 2005.

 [2]. Naresh Nanuvala,”Enhanced algorithms to find MCDS in Ad-Hoc Mobile network “,Partial fulfillment of M.S in Georgia State University Dec 2006.

[3]. André Schumacher” Dominating set based Routing “Seminar talk of 3.11.2003

[4]. W. Duckworth” Minimum connected dominating sets of random cubic graphs”, in Department of Computing February 14, 2002.

[5]. Khaled M. Alzoubi, Peng-Jun Wan & Ophir Frieder”New Distributed Algorithm for Connected Dominating Set in Wireless Ad- Hoc Networks”, in Department of Computer Science Illinois Institute of Technology Chicago,2002

[6]. By Santhosh Sundararaman,”Using a Mobility Metric to Prune Connected Dominating Sets in Ad Hoc Networks for Efficient Energy Utilization”

[7]. Kan Cai “Design and Analysis of a Connected Dominating Set Algorithm for Mobile Ad Hoc Networks” A THESIS of DEGREE OF Master of Science April 2004

[8] J.Wu and H.Li, “On calculating connected dominating set for efficient routing in ad hoc wireless networks," in Proceedings of the 3rd ACM International Workshop on Discrete Algorithms and Methods for Mobile Computing and Communication 1999, pp. 7-14.

[9] P.-J. Wan, K. Alzoubi, and O.Frieder, “Distributed construction of connected dominating set in wireless ad hoc networks," in Proceedings of the IEEE Conference on Computer Communications (INFOCOM'02), June 2002.

 [12] K.Alzoubi, P.-J. Wan, and O.Frieder, “Message-optimal connected dominating sets in mobile ad hoc networks," in The Third ACM International Symposium on Mobile Ad Hoc Networking and Computing (MobiHoc'02), June 2002, pp. 157-164.

[13] P.Chen and A.Liestman, \A zonal algorithm for clustering ad hoc networks," International Journal of Foundation of Computing Science, vol. 14, pp. 305-322, Apr. 2003.

[14] M.Gerla and J.Tsai, “Multicluster, mobile, multimedia radio network," Wireless Networks, vol- 1, pp. 255-265, 1995.

[15] S.Basagni, “Distributed clustering for ad hoc networks," in Proceedings of the 1999 International Symposium on Parallel Architectures, Algorithms, and Networks (I-SPAN'99), June 1999, pp. 310-315.

[16] B.Das and V.Bharghavan, “Routing in ad-hoc networks using minimum connected dominating sets," in Proceedings of the IEEE International Conference on Communication, June 1997, pp. 376-380.

[17] K.Alzoubi, P.-J. Wan, and O.Frieder, “Distributed heuristics for connected dominating set in wireless ad hoc networks," IEEE ComSoc/KICS Journal on Communication Networks, vol. 4(1), pp. 22-29, Mar. 2002.

[18] J.Wu and F.Dai, “On locality of dominating set in ad hoc networks with switch on/off operations," in Proceedings of the 2002 International Conference on Parallel Architectures, Algorithms, and Networks (I-SPAN'02), May 2002, pp. 85-90.

[19] B.Das, R.Sivakumar, and V.Bharghavan, “Routing in ad-hoc networks using a spine," in Proceedings of the IEEE International Conference on Computers and Communications Networks'97, Las Vegas, NV., Sept. 1997.

[20] C.Lin and M.Gerla, “Adaptive clustering for mobile wireless networks," IEEE J. Selected Areas in Communications, vol. 15, no. 7, pp. 1265-1275, 1997.

[21] R.Sivakumar, B.Das, and V.Bharghavan, “An improved spine-based infrastructure for routing in ad hoc networks," in Proceedings of the IEEE Symposium  on Computers and Communications'98, Athens, Greece, June 1998.

[22] S.Guha and S.Khuller, “Approximation algorithms for connected dominating sets," Algorithmica, vol. 20(4), pp. 374-387, Apr. 1998.

[23]J. Wu and H. Li, “A dominating-set-based routing scheme in ad hoc wireless networks," Telecommunication Systems, vol. 18, no. 1-3, pp. 13-36, 2001.

[24] J. Wu and H. Li, “A dominating-set-based routing scheme in ad hoc wireless networks,” Telecommunication Systems Journal, vol. 3, pp.63-84, 2001.        

                                                                                                                    

                                                                                

DELHI COLLEGE OF ENGINEERING


(Govt. of National Capital Territory of Delhi)


BAWANA ROAD, DELHI - 110042





(Dr. DAYA GUPTA)


HOD & PROJECT GUIDE


(Dept. of Computer Engineering)


DELHI COLLEGE OF ENGINEERING�BAWANA ROAD, DELHI - 110042








_1239394554

_1262173501

_1262173656

_1239395348

_1239393827

