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ABSTRACT

A large number of methods, for model reduction have been presented in both frequency 

and time domain in the literature.

Three methods of model reduction using approximation, pade approximants using Routh array an stability margin technique in case of linear time invariant system are introduced in this dissertation. The stability margin technique is based on Optimization (minimization) technique in which error signal between original and reduced Order system is minimized subject to any critical frequency (gain cross over/phase cross over frequency) and also subjected to constraint derived from Routh table, which is governed by denominator of reduced model. This error function is minimized to evaluate the unknown coefficients of simplified/reduced model . Reduced model characteristics obtained by proposed technique, is more close to original system in both time and frequency domain. This method guarantees the stability of reduced model if original system is stable.

A mixed method is proposed for finding stable reduced-order models using the Pade approximation technique and the Routh-Hurwitz array. This method guarantees stability of the reduced model when the original system is stable

In this dissertation shown that a high order system often contain less important pole that have little effect on the system response. Thus , given a high order system , it is desirable to find a low order  approximating system ,if possible, so that the analysis and design effort is reduced 

.The problem of controller design for higher order system via reduced model is investigated. The paper describes a technique for designing a stabilizing controller for the stable higher order system via its reduced order model. The method uses the parameterization of all compensators that stabilize a given plant. It is shown that the Compensator, which is obtained from reduced model, not only stabilizes reduced Model but also the higher order system. The developed methods are illustrated with numerical examples.
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LIST OF SYSBOLS

Symbol


Quantity

F(s)

:

Transfer Function of original system

C(s)

:

Transfer Function of  Controller

R(s)

:

Transfer Function of  Reduced Model

np

:

Numerator of Transfer Function of original system

dp

:

Denominator of Transfer Function of original system

nm

:

Numerator of Transfer Function of Reduced Model

dm

:

Denominator  of Transfer Function of  Reduced model

CHAPTER 1

INTRODUCTION

             For cost and time saving in design, and for simplifying implementation, reduced order models are highly desirable for Engineers in system analysis , synthesis and simulation  of complicated high order system. The main idea behind various methods for model reduction is to obtain an adequate low order model with approximate characteristics such that it can replace the original structure. Therefore, the most important issues of a method for model reduction can be summarized as follows.

(1) Accuracy: the reduced model should retain the characteristics of the 

       original system as close as possible in the interested region of operation.

(2) Simplicity: the computation involved in the algorithm for finding reduced model should be very simple.

(3) Stability: the simplified reduced model should be stable, if the original system is stable , in case the original model is unstable, the unstable modes should be secreted and then incorporated with reduced model of stable part.

           During the last three decades a number of  methods for model reduction have been proposed both in time and frequency domain. Such as  Approximation of high order systems by lower order system, model reduction using stability margin tecnique, stable reduced order pade-approximants using Routh-Hurwitz array.

           Reduced-order models are often required in the analysis and synthesis of high-order complex systems. The Pade approximation technique has been successfully used to

find reduced-order approximants of high-order systems. This method has the disadvantage that the reduced model may be unstable although the original system is stable. Several methods are available for arriving at stable reduced-orderPade approximants. The method suffers from the drawback that once the resultant model is found to be unstable, a successively higher, number-of original system poles are retained-and the reduced-order model is checked for stability each time. This requires determination of the poles of the system, which may lead to computational problems for very high-order systems or when the system has closely spaced repeated poles. The new mixed method for deriving stable low-order equivalents of high-order systems, as given in this letter, is computationally easy to program and conceptually simple. It combines the Pade approximation technique and the Routh-Hurwitz array method.

the stability margin technique reduced order model by minimizing error function between corresponding real and imaginary parts of the original system and reduced order model transfer function (T.F.). the valve of w is taken as gain cross over frequency or phase cross over frequency the error function reduces to a function having the unknowns as reduced order model  numerator and denominator coefficients. The error then minimized by [LJ optimization technique] subjected to constraints by Routh-table algorithm.

             The use of reduced order plant models to design an adequate controller is now an accepted practice among the control engineers, because, the simulation and design of controller of high order system is a difficult problem. The cost and complexity of the order model is available for the original higher order system and if it impossible to design a controller using a low order reduced model, which will stabilize the original higher order system when placed in the closed loop. Hence during the last three decades, a number of investigations systems. A very less effort has been put touse the reduced models for designing controllers for the higher order system. This is primarily due to the

fact that if a stabilizing controller is designed from the reduced model and if applied to the higher order system, it does not always guarantee the stability of

the closed-loop system . Mishra proposed alow order control scheme using a reduced model of an optimal closed loop system. However it was seen that, with this control the stability of the original system was not guaranteed even though the original system is stable. However, in this direction a well known result presented by Lamba and Rao  shows that, if a state feedback control is designed from the Davison reduced order model, it results in a stable closed. loop system; but the method is restricted to this particular reduced order model only and needs the system states to be fully available for feed back.The design of suboptimal control via reduced-order model is also reported in  In this paper a methods proposed to design a controller for the higher order system via reduced model. The controller design is carried out using only reduced model. The method uses the well known technique of parameterization of all compensator that stabilizes a given plant. This technique ensures that, when the higher order system and controller are placed in closed loop, the overall system will be internally stable.

CHAPTER 2

LITERAYURE REVIEW

                Assuming a smaller model the element of which are to be determined, comparing the reduced model with original one to obtain an error function in a certain sense, one can determined the unknown element of the reduced model by minimizing the error function. The method due to Mann (1965), Meign and Luenberger (1966), Mitra (1969) and [19] Wilson (1970) belongs to this category. While Mann uses, bill-climbing on the parameters of the reduced model to minimize a quadratic function of error. Meier and Luenberger minimize the mean square error. The recent work of Mitra and Wilson minimize a performance criterion which measure the relative merits of retaining different sets of eigen values the reduced model .A common short-coming of their method is that the steady state values produced by the exact model are not always reproduced by reduced model. Also computation involved is too complicated to be practical for a large plant.

         In the dominant poles of transfer function section [12] we set up practical but nonrigorous guideline for neglecting the poles that are far to left in the s-plane relative to dominant poles. However in general the transfer function may not have the so-called dominant poles, latter may not be obviously defined, so more scientific may be necessary to arrive at a low order equivalent.

In [8] Mishra proposed a low order control scheme using a reduced model of an optimal closed loop system. However it was seen that, with this control the stability of the original system was not guaranteed even though the original system is stable. However, in this direction a well known result presented by Lamba and Rao [9] shows that, if a state feedback control is designed from the Davison reduced order model, it results in a stable closed  loop system but the method is restricted to this particular reduced order model only and needs the system states to be fully available for feedback. The design of suboptimal control via reduced-order model is also reported in [l0, 11]. 

Olivier [13] had explored the relationship between simultaneous stabilization problem and model order reduction problem. He points out the fact that, under certain conditions, the model order reduction problem is very closely tied to the simultaneous stabilization problem. These conditions occur when the reduced order model is to be used to design a suboptimal controller for a high order plant. Under these conditions the controller must not only stabilize the low order model, but must also stabilize high order plant. He showed that, the approximate inclusion of any unstable real modes of the high order plant in the low order model will guarantee the existence of such a simultaneously stabilizing controller. In [18] Arno Linnernann showed that, for each reduced order model of a given plant, no matter how “good” it is, there exists a stabilizing controller not stabilizing the plant. Hence for any model reduction scheme special care is required to obtain stabilizing controllers from reduced order models. In this paper a method is proposed to design a controller for the higher order system via reduced model. The controller design is carried out using only reduced model [6].


CHAPTER 3

MODEL REDUCTION TECHNIQUES

 3.1 APPROXIMATION METHOD:




                                          It becomes apparent that the location of the pole of a transfer function in the S-plane affects greatly the transient response of the system. For analysis and design purposes it is important to short out the pole that have a dominant effect t on transient response and call these the dominant pole. Since most control system found in practice are orders of higher than two.  It would be useful to establish guidelines on the approximation of the higher order system by lower order system in so far as the transient response is concerned. In design, we can use the dominant pole to control the dynamic performance of the system, where as insignificant poles are used for purpose of ensuring that controller transfer function can be realized by physical component function. For all practical purposes we can qualitatively sectionalize the S-plane into the region in which the dominant and insignificant poles can lie. We intentionally do not assign specific value to the co-ordinate, since these are related to given system.

      The poles that are close to imaginary axis in the left half S-plane give rise to transient response that will decay relatively slow, whereas the poles that are far away from axis correspond to fast decaying time response.


The higher order control system often contains less important poles that have little effect on the system response. Thus, given a higher order system, it is desirable to find a lower order approximating system, if possible, so that the analysis and design effort is reduced. This means that given a higher order system MH(s) ,  should convert in a lower order system transfer function ML(s).that gives similar response as that of higher order system.

     In the dominant poles of transfer function section we set up practical but nonrigorous guideline for neglecting the poles that are far to left in the s-plane relative to dominant poles. However in general the transfer function may not have the so-called dominant poles, latter may not be obviously defined, so more scientific may be necessary to arrive at a low order equivalent.

3.1.1 ALGORITHM:




Let the high order system transfer function be represented by
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When n(=m.    Let the system transfer function of approximating low order system be represented by
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Where n>=p>=q. Notice that zero frequency  (s=0)  gain  k of   two  transfer functions is the same. this will ensure that the steady state behavior of the high order system is preserved in the lower order system. Furthermore we assume that the poles of MH(s) and ML(s) are all in left half s-plane, since we are not interested in unstable system. The transfer function MH(s) and ML(s) generally refer to the closed loop transfer function, but if necessary they can be treated as loop transfer function.

The criterion of finding the low-order ML(s), given MH(s), is that the following relation should be satisfied as closely as possible:
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 The approximation procedure involves the following two steps:

1.  Choose the appropriate order of numerator polynomial, q, and denominator polynomial, p, of ML(s).

2.      Determine the coefficients ci, i=1, 2, ………….., q, j=1, 2,……………., p.

By using the eqn.(1)and eqn.(2) the ratio of MH(s) and ML(s) is
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Where u=m + p and v=n + q.

Eqn.(3.1.3) can be written as 
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Where ML(s) ML(-s) and MH(s) MH(-s) are even polynomial of s. Thus eqn.(3.1.5) can be written as
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Dividing the numerator by the denominator once on right hand side of eqn.(3.1.6) we 

have
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If u=v, the last term in numerator of eqn.7 will be (e2u-f2u) s2u. However, if u<v as in the most practical cases, then beyond the term (e2u-f2u) s2u
 In addition there will be
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In the numerator of eqn.7 .we see that to satisfy the condition of eqn.3, one possible set of approximating solution is obtained from eqn.7
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if u = v. If u<v, the error generated by the low order model is 
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The condition in eqn.8 is used to solve for unknown coefficients in ML(s) once MH(s) is given. Writing does this
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Equating both sides of eqn.10 we can express e2, e4,  …….. , e2u in in term of m1, m2,  …….. , mu Similar relationship can be obtained for f2, f4, ………, f2v in term of l1, l2, ……, lv. 
In general
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for x = 1, 2, ….., u, and m0 = 1.Similarly
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for y = 1, 2, ….., v, and ;l0 = 1

Example:  Let us consider  higher order system whose  transfer function as given below has to be reduced to lower-order system by approximation method.
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Let the reduced second order model is
                                    
[image: image16.wmf]1

1

)

(

1

2

2

+

+

=

s

d

s

d

s

M

L

                                        (3.1.14)
Divide eqn.1 by eqn.2
                                  
[image: image17.wmf]6

11

6

1

)

(

)

(

2

3

1

2

2

+

+

+

+

+

=

s

s

s

s

d

s

d

s

M

s

M

L

H

                                   (3.1.15)

                                                                      
[image: image18.wmf]6

1

1

2

2

3

3

1

2

2

+

+

+

+

+

=

s

l

s

l

s

l

s

m

s

m


  (3.1.16)

Compare the coefficient of eqn.(3.1.15) and eqn.(3.1.16).
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Hence the reduced order model is 
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3.1.2 Result: time response of original system eqn.(3.1.13) and its reduced model eqn.(3.1.17) Is shown in fig. 3.1.
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Fig.3.1. Step response of original system MH(s) eqn.(3.1.13) and reduced order model ML(s) eqn.(3.1.17).

3.2 MODEL REDUCTION USING STABILITY 

MARGIN:

  During the three decades, a number of investigations have been carried out and various methods proposed for model reduction of linear time invariant systems. The main idea behind various methods for model reduction is to obtain an adequate low order model with approximate characteristics such that it can replace the original structure. The approaches of these methods can be classified as curve fitting, error minimization, dominant pole retention, and pade approximation.



Most of these methods consider the problem of model reduction from an open loop point of view; these methods make the time domain or frequency domain response of the reduced model approximate to that of the original system. The close-loop structure is not considered by most of model reduction investigators.



In this method for linear time invariant SISO, the square deviation (error) of reduced model G(s) from original system F(s) is minimized. The function to be minimized is the square of error between corresponding real and imaginary parts of the original system and reduced model transfer function. the minimization is a accomplished to the constraint of critical frequency points such as gain cross over or phase cross over frequency.Futher minimizing problem subjected to constraint derived from Routh table which is governed by denominator of reduced order model .   



In proposed technique, constraint is of gain cross over frequency (Wcg) and phase cross over frequency (Wcp) but in case of L.J. optimization constraint is selected range of frequency. 

3.2.1 GAIN CROSS OVER FREQUENCY AND PHASE CROSS OVER FREQUECY FROM ROUTH ARRAY:



The relative stability of linear time invariant system is measured in term of gain and phase margin . The gain margin is the additional gain in desible by which open loop of a system must be changes so that the system becomes marginally stable. The frequency at which the phase angle of the system is 1800 , is called phase cross over frequency. The phase cross over frequency (wcp) is obtained from Routh array  .from the s1 row test function of Routh table, the marginal gain km may be obtained. The roots of the auxiliary equation from, s2 row element with s = jw and k = km corresponds to phase cross over frequency (Wcp). This is exact value of Wep.

The phase margin used to strengthen the representation of relative stability of linear time invariant system. The phase margin is the amount of additional phase margin to be introduced at gain cross over frequency (Wcg) at which 
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 locus passes through the point (-1,j0) and system becomes marginally stable.


The procedure to obtain the phase margin of a given is as follows

     Let the transfer function of the system be
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                                                 (3.2.1)

m (= n\

Characteristics equation 



F(s)=1+G(s)H(s)=0

[image: image114.wmf]
                                                      (3.2.2)     

From eqn.2 formulate the Routh array and complete the Routh table . From s1 row test function of array, determine the marginal gain km from auxiliary equation from s2 row element with s = jw and k = km and obtain its roots. The frequency is called Wep 

For any value of k, let the Weg is completed 

For type 0 system:
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Type-1 and high types:

[image: image115.wmf]                                                         (3.2.4)

Phase angle of ((s) G(s)H(s) is computed with w = Wcg, the margin 

PM = 1800 + (
Where ( is Negetive.
Equation (3.2.2) can be expressed as given 
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Where m < n
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Writing the Routh table from characteristics equation
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3.2.2 ALGORITHM:





Assuming the original high order plant model is given by
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Where a0 a1 …….. an, b0, b1 …….. bm are constants.

Let the reduced order model transfer function be 
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p < q < n

The unknown coefficients c1, c2, ………… cq,   d1, d2, …………,  dp of  reduced model G(s) represents original transfer function F(s) as closely as possible at gain cross over frequency Wep


Equation (3.2.5)can be arranged by putting s=jw in complex form as 
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Where w is the gain cross over frequency (Weg) or phase cross over frequency (Wep). Where a(w) and b(w) are real numbers, dependent on w [gain cross over frequency(Weg)or phase cross over frequency (Wep)].

Similarly eqn.2 yields
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Where c(w) and d(w) are real numbers, dependent on w.

The square of reduced order model G(jw) from original system F(jw) may then be represented as
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The problem arises for reduced order to select the best values of coefficients c1, c2, ……….. cq, d1, d2, ………, dp such that the square of the deviation given by eqn.5 is minimized.

   Example: Consider the following third order system.
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Putting s=jw in eqn.1 and can be arranged in complex number as fo       
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Now consider the second order-reduced model
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Putting s=jw (where w is the gain cross over frequency). The eqn.(3.2.12) can be arranged in complex form as    
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and the ratio  a0/b0=1/6

 The square of deviation of eqn.(3.2.13) from eqn.(3.2.11) is given by 
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Where
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and w  =    3.3 rad/sec. 

The eqn.3.2.14 is minimized to constraint b1(0. The value of coefficients a1 and b1 of reduced model are computed as(see appendix)
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Then second order-reduced model is given by
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The step response and frequency response of the system and reduced order model obtained by proposed technique are given in fig.3.2

3.2.3 Result: time response of original system eqn.(3.2.10) and its reduced model eqn.(3.2.15) Is shown in fig. 3.2.
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Fig.3.2. Step response of original system F(s) eqn.(3.2.10) and reduced order model G2(s) eqn.(3.2.15).
3.3 STABLE REDUCED ORDER PADE APPROXIMENTS USING THE ROUTH-HURWITZ ARRAY:   
                            A mixed method is proposed for finding stable reduced order models using the pade approximation technique and the Routh-Hurwitz array. This method guarantees the stability of reduced model when the original system is stable.

              Reduced-order models are often required in the analysis and synthesis of high-order complex systems. The Pade approximation technique has been successfully used to find reduced-order approximants of high-order systems. This method has the disadvantage that the reduced model may be unstable although the original system is stable. Several methods are available for arriving at stable reduced-order Pade approximants. The method suffers from the drawback that once the resultant model is found to be unstable, a successively higher, number-of original system poles are retained-and the reduced-order model is checked for stability each time. This requires determination of the poles of the system, which may lead to computational problems for very high-order systems or when the system has closely spaced repeated poles. The new mixed method for deriving stable low-order equivalents of high-order systems, as given in this letter, is computationally easy to program and conceptually simple. It combines the Pade approximation technique and the Routh-Hurwitz array method.

3.3.1 ALGORITHM:

                                   Reduction method: Let the high-order transfer function G(s) be given by     
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where 
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   and eqn.2 is the power series expansion of eqn.1 about s=0.

Step 1:  From the Routh-Hurwitz stability array for the denominator polynomial in eqn.1:
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 The well-known algorithm forms the above array
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for i > 3 and 1 <j <[(n- i + 3)/2], where [.] stands for the integral part of the quantity. A polynomial of lower order k may   be    easily   constructed   with  the  (n + 1 — k)th  and(n + 2 — k)th rows of the above array. Thus a transfer function of reduced order k may be written as   
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                                                                                                                                     (3.3.4)            

where the coefficients of the kth order denominator polynomial are found from 

eqn. (3.3.3) Rk{s) may be rewritten as:
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Where the b coefficients are now known.

Step 2: For Rk(s) of eqn. (3.3.5) to be the Pade approximant of G(s),we have
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The aj (j = 0, 1, 2, …… k — 1) can be found by solving the above k equations.   

Example:  Let a third-order system transfer function is given by:
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The Routh-Hurwitz array of denominator is
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The array is given by

1 11

      6
 6

      10
 0

       6

The a transfer function of reduced order k may be written as   
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in the given transfer function  n=3,k=2

The reduced order will be
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   Hence the reduced model of the given system is given by:                
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3.3.2 Result: time response of original system eqn.(3.3.6) and its reduced model eqn.(3.3.9) Is shown in fig. 3.3.
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Fig.3.3. Step response of original system G(s) eqn.(3.3.6) and reduced order model R2(s) eqn.(3.3.9).
CHAPTER 4

DESIGN OF CONTROLLER FOR HIGHER ORDER SYSTEM VIA ITS REDUCED MODEL
4.1 INTRODUCTION:





The use of reduced order plant models to design an adequate controller is now an accepted practice among the control engineers, because, the simulation and design of controller of high order system is a difficult problem. The cost and complexity of the order model is available for the original higher order system and if it impossible to design a controller using a low order reduced model, which will stabilize the original higher order system when placed in the closed loop. Hence during the last three decades, a number of investigations systems. A very less effort has been put to use the reduced models for designing controllers for the higher order system. This is primarily due to the fact that if a stabilizing controller is designed from the reduced model and if applied to the higher order system, it does not always guarantee the stability of the closed-loop system. Mishra proposed alow order control scheme using a reduced model of an optimal closed loop system. However it was seen that, with this control the stability of the original system was not guaranteed even though the original system is stable. However, in this direction a well known result presented by Lamba and Rao  shows that, if a state feedback control is designed from the Davison reduced order model, it results in a stable closed. loop system; but the method is restricted to this particular reduced order model only and needs the system states to be fully available for feed back.The design of suboptimal control via reduced-order model is also reported in  In this paper a methods proposed to design a controller for the higher order system via reduced model. The controller design is carried out using only reduced model. The method uses the well-known technique of parameterization of all compensator that stabilizes a given plant. This technique ensures that, when the higher order system and controller are placed in closed loop, the overall system will be internally stable.

4.2 ALGORITHM:




Let  
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Is a SISO linear time invariant system of order ‘n’ which represents the high-order system and
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      (4.2.2)                                                  

Represents its stable reduced order  ‘m’ Represents its stable reduced order model of order ‘m’. There are no pole-zero cancellations. The problem is to find a controller via reduced model which will stabilize the high order system G(s) and its reduced order model R(s). The technique of controllers for a system was used to design the controller for higher order system via reduced model. We will briefly review this.

4.2.1 Controller Parameterization                                             

                                              The controller parameterization uses comprime factorization of the plant. The central notion in the coprime factorization approach is that any real rational function can be expressed as a ratio of two-transfer function, each of which is BIB0 stable and proper,and the two transfer function are coprime. The coprimein this situation means that the transfer functions have no common zeros in the closed, extended right half of the s-plane.

Assume that p(s)(((s) and is expressed as a ratioof rational function as :
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Let c(s)(((s) be a stabilizing controller of p(s) expressed as a ratio of rational functions
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The rational functions are selected such that they satisfy Bezout identity,

   
nc(s) n(s)+dc(s) d(s)=1
Then the set of all stabilizing controllers of p(s) is given by Where ((s) is the set of real rational functions in the variable s and S is the subset of ((s) consisting of all rational functions that are bounded at infinity and whose poles all have negative real parts i.e. S is the set of all proper stable rational functions.

4.2.2 CONTROLLER DESIGN:

                          In this section, the above controller parameterization is used to derive a controller for higher order system via its reduced order model. As the higher order system is stable we can choose rational functions as:

 n1(s) = G(s), d1(s) = 1, x1(s)=0 and y1(s) = 1, then they satisfy Bezout identity x2(s)n2(s) + y2(s)d2(s) =1. So we can take G/1 and R/1 as the fractional factorization of the system and its reduced model respectively. As G and R are stable, there exists,k1 and k2 (constants) which stabilizes system and model . Let fractional factorization of k1 and k2 are k1/1 and k2/2  (trivial factorization) respectively.

The set of stabilizing controller for the system G(s) is,
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Similarly the set of stabilizing controller for the reduced model is,
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(4.2.4)
Given two plants G(s) and R(s), which are to be stabilized, then the parameterization of the two compensators which individually stabilize those plants can be equated to find the common stabilizing compensator.

If we equate Eq. (4.2.3) and Eq. (4.2.4) and solving for r1 we get,
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Theorem 3.1 If 
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Which stabilizes higher order system and its reduced order model.
Proof: From Eq. (4.2.5) we have r1 as,
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Now for simplicity we take r2 = 1 ( S. Then,
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Finally we get r1 as,
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 is Hurwitz then r1( S. So from Eq. (4.2.1) and Eq. (4.2.4), mth order compensator, 
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Stabilizes both system and model. 
4.3 CONTROLLER DESIGN FOR MODEL REDUCED BY APPROXIMATION OF HIGH-ORDER SYSTEMS BY LOWER-ORDER STSTEMS


The high-order system transfer function is given by:

                                    
[image: image76.wmf]6

11

6

1

)

(

2

3

+

+

+

=

s

s

s

s

M

H


            (4.3.1)

And the reduced model obtained,
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Now the range of k2 for which model is stable can be obtained as:
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Using Routh-Hurwitz criterion we get constraints as,
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Using Routh-Hurtwitz criterion, we get constraints on k2 for which polynomial is stable as:
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By taking k2 < 58.2
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Hence C(s) is the compensator or stabilizing controller for higher-order system and its reduced order model.

4.4 CONTROLLER DESIGN FOR MODEL REDUCED BY PADE APPROXIMANTS USING ROUTH-HURWITZ ARRAY:

                                                  The high-order system transfer function is given by:
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And the reduced model obtained,

                                     
[image: image88.wmf]6

10

6

1

)

(

2

+

+

=

s

s

s

M

L


         (4.4.2)


[image: image89.wmf]7223

.

1666

.

0

6

10

6

1

6

11

6

1

2

2

3

+

=

=

+

+

=

=

+

+

+

=

=

-

s

d

d

d

s

s

d

n

s

s

s

d

n

m

p

m

n

m

m

p

p


Now the range of k2 for which model is stable can be obtained as:
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Using Routh-Hurwitz criterion we get constraints as,
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using Routh-Hurtwitz criterion, we get constraints on k2 for which polynomial is stable as:
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By taking k2 < 58.7
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Hence C(s) is the compensator or stabilizing controller for higher-order system and its reduced order model.

4.5 CONTROLLER DESIGN FOR MODEL REDUCED BY STABILITY MARGIN TECHNIQUE:

                                                  The high-order system transfer function is given by:
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And the reduced model obtained,
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Now the range of k2 for which model is stable can be obtained as:
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Using Routh-Hurwitz criterion we get constraints as,
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Using Routh-Hurtwitz criterion, we get constraints on k2 for which polynomial is stable as:
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By taking k2 < 48.2
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Hence C(s) is the compensator or stabilizing controller for higher-order system and its reduced order model.

4.6 Result:  Combined time response with designed conyroller eqn.(4.3.3), eqn.(4.4.3) and eqn.(4.5.3)of  reduced model eqn.(4.3.2), eqn.(4.4.2) and eqn.(4.5.2).is shown in fig. 4.1.
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Fig.4.1. Step response  reduced order models with controllers.
CHAPTER 5

CONCLUSION AND FUTURE SCOPE OF WORK

In this dissertation three methods of model reduction are described with example .In stability margin technique the reduced order model is obtained in single step calculation based on optimization of error function and matching of frequency response characteristics with reduced model at some critical frequency points such as gain cross over frequency (Wcg), phase cross over frequency (Wcp) etc.

The effect of the model reduction due to parameter variation can be minimized by matching of frequency response characteristics near the region of critical frequency thus providing matched performance characteristics in open loop as well as closed loop operation. 
Matching frequency response characteristics is obtained as forming error function between original system  and reduced order model, transfer function and letting s = jw. The error function is minimized by using optimization technique, subjected to w equal to any critical point [gain cross over frequency (Wcg) phase cross over frequency (Wcp)] and also subjected to constraint derived from Routh table. The constant term (coefficients of s0) is matched directly in reduced model to have the steady state matching fully.

A second mixed method for arriving at stable low order Pade equivalents is proposed. This method does not require computation of the poles of the original system (by Koenig's theorem or otherwise) for dominant pole retention. It is computationally efficient and gives a unique stable reduced order model. Extension to the multivariable case is possible and is reported elsewhere.
The performance of a reduced order model can be judged if a controller designed from the reduced model, works satisfactorily if applied to the higher order system. In most of the model reduction procedures, the controller designed from the reduced model may not even stabilize the higher order system. In this paper, a new technique is presented for designing a stabilizing controller for higher order system via its reduced order model. The technique uses the parameterization of all compensators that stabilize a given plant. The controller design method does not involve higher order system for its computation and further it ensures the internal stability of the closed loop system.  The compensator, which is obtained from reduced model, not only stabilizes reduced model but also the higher order system.


The proposed technique of controller design using reduced model gives a compensator that stabilizes the given plant. The response of the plant must be good. In future the fuzzy controller design  can also be implemented to improve the response of the given system or plant.   

REFRENCES

[1]      Shih-Feng Yang, “Comments on Routh pade model reduction of interval system” , ”, IEEE Trans. Autom. Control,Vol. 50 pp. 273-274, 2005

[2]     Yehea I. Ismail, “Improved model order reduction by using special information on moments” , ”, IEEE Trans. Autom. Control,Vol. 11 pp. 900-908, 2003

[3]      V.Sreeram, “model reduction of singular systems” , ”, IEEE Trans. Autom. Control, pp. 2373-2378, 2000.

[4]     JIH-SHENG LAI, “Practical model reduction methods” , ”, IEEE Trans. Autom. Control,Vol. IE-34 pp. 70-77, 1987.

. [5]    V.Sreeram, Jing Wang , “model reduction of singular systems via Covariance Approximation” , ”, IEEE Trans. Autom. Control, pp. 90-95, 2004..

[6]      B.Bandyyopadhyay, “Control of higher order system via its reduced model” , ”, IEEE Trans. Autom. Control,Vol. 09 pp. 226-229, 1998.

[7]        M. R. Chidambara and R. B. Schainker, lL Lowerorder generalized aggregated model and suboptimal control ”, IEEE Trans. Autom. Control,Vol. 16 pp. 175-180, 1971.

[8] R. N. Mishra, I‘ Design of low-order control schemes using reduction technique “, Int. J. Control, Vol. 32, NO. 5, pp. 899-906, 1980.

[9]        S.S. Lamba and S.V.Rao, On Suboptimal control via the simplified model of Davision”, IEEE Trans. Automa. Control, Vol. AC-19,1974, pp. 448-450

.

[10]         S. Vitta1 Rao and S.S.Lamba, “ Suboptimal controlof linear systems via simplified models of Chidambara ”, PTOCI.E E, Vo1.121, No.8, Aug.1974. 

[11]  Vimal Singh, “A note on the Routh –Hurwitz Criterion” , IEEE Trans. Autom. Control,Vol. 19 pp. 83-84, 1978.

[12] Benjamin c.kuo , “Automatic Control system”    seventh edition  by Prentice Hall of India private limited New Delhi-110001

[13] P.D. Olivier, “ On the relationship between model order reduction problem and the simultaneous stabilization problem ”, IEEE Trans. Automa. control, vol.AC-32, No.1 , pp. 54-55, 1987
[14] Jayanta pal, “stable reduced order Pade  Approximation using Routh-Hurwitz array” , IEEE Trans. Automa. Control, Vol. AC-15,1979,No. 8.

[15] V.krishanamurty andV.sheshadri, “model reduction using Routh stability criterion”, IEEE Trans. Autom. Control, Vol. AC-23 , 1978

[16] Y.Shamash, “Failure of the Routh-Hurwitz method of reduction’, IEEE Trans. Autom. Control,Vol. AC-25. Page -313-314, 1980

[17] B.Bandyyopadhyay, “Output feedback Compensator Design for higher order system via its reduced model” , ”, IEEE Trans. Autom. Control, pp. 101-106, 2000.

[18] A. Linnemann, ‘I Existence of controllers stabilizing the Reduced - order model and not the plant ”. Automatzca, Vo1.24, No.5, 1988, pp. 719.

[19] D.A. Wilson “ model reduction for multivariable system” , int.j  1974  No. 1 57-64

APPENDIX

#include<stdio.h>

#include<math.h>

#include<conio.h>

#include<stdlib.h>

#define iteration 200

float value[200][20];

main()

{

double min=999999999999999.0,min1;

int n,i,ite,j,k,l,m,o;

int constraint();

float x[20],r[20],random[200][20],optimal[20];

float evaluate();

clrscr();

printf("\n HOW MANY VARIABLES :\t");

scanf("%d",&n);

printf("\n ENTER THE INITIAL VALUES : \n");

for(i=0;i<n;++i)

{

printf("\n\tVARIABLE %d\t",i);

scanf("%f",&x[i]);

}

printf("\n ENTER THE RANGE OF EACH VARIABLE \n");

for(i=0;i<n;++i)

{

printf("\n\tVARIABLE %d\t",i);

scanf("%f",&r[i]);

}

for(i=1;i<=iteration;++i)

{

for(j=0;j<200;++j)

for(k=0;k<n;++k)

random[j][k]=(float)(rand())/3276;

for(l=0;i<200;++i)

for(m=0;m<n;++m)

value[l][m]=x[m]+random[l][m]*r[m];

for(l=0;l<200;++l)

{

if(constraint(l)==1)

{

min1=evaluate(l);

if(min1<min)

{

min=min1;

for(m=0;m<n;++m)

{

optimal[m]=value[l][m];

x[m]=value[l][m];

}

o=i;

}

}

}

for(l=0;l<n;++l)

r[i]=0.95*r[i];

}

printf("\n NO. OF ITERATION = %d\n",o);

printf("\n MINIMUM VALUE : %f",min);

printf("\n\n VARIABLE VALUES :\t");

for(i=0;i<n;++i)

{

printf("\n");

printf("\n\tx%d= %f\n",i,optimal[i]);

}

getch();

}

int constraint(int l)

{

float q2;

q2=value[l][1];

if(q2>0.0)

return(1);

else

return(0);

}

float evaluate(int l)

{

float f,A,B,C,D,P,Q,q1,q2,m,t,n,u,v,r,g;

float E,F,w;

q1= value[l][0];

q2= value[l][0];

w=3.3;

m=w*w;

t=w*w*w;

u=w*w*w*w;

r=w*w*w*w*w*w;

A=6-(6*m);

B=36+(49*m)+(14*u)+r;

C=6+(m*(q1*q2-1));

D=36+(m*(q2*q2-12))+u;

P=t-(11*w);

Q=(w*(6*q1-q2))-(q1*t);

E=(A/B)-(C/D);

F=(P/B)-(Q/D);

f=(E*E)+(F*F);

return(f);

}

Variable value :

X0=

-.0155564

X1=

9.240759

� EMBED Equation.3  ���





� EMBED Equation.3  ���





� EMBED Equation.3  ���





� EMBED Equation.3  ���





� EMBED Equation.3  ���





� EMBED Equation.3  ���





� EMBED Equation.3  ���





� EMBED Equation.3  ���





� EMBED Equation.3  ���





� EMBED Equation.3  ���





� EMBED Equation.3  ���





� EMBED Equation.3  ���








PAGE  

[image: image122.wmf]5

393633

.

9

276

425

46

)

(

2

2

+

+

+

+

=

s

s

s

s

s

C

[image: image123.wmf],

/

)

(

)

(

0

0

i

n

i

i

i

m

i

i

s

a

s

b

k

s

H

s

G

å

å

-

=

=

[image: image124.wmf](

)

(

)

(

)

(

)

÷

÷

ø

ö

ç

ç

è

æ

+

+

+

+

+

+

+

+

+

+

+

+

+

+

+

+

=

q

q

n

n

p

p

m

m

L

H

s

c

s

c

s

c

s

a

s

a

s

a

s

d

s

d

s

d

s

b

s

b

s

b

s

M

s

M

......

1

......

1

......

1

......

1

)

(

)

(

2

2

1

2

2

1

2

2

1

2

2

1

[image: image125.wmf]2672

.

884

.

2

2672

.

)

(

2

+

+

=

s

s

s

M

L

[image: image126.wmf][image: image127.wmf]0

0

0

=

+

å

å

-

=

i

n

i

i

i

m

i

i

s

a

s

b

k

[image: image128.wmf]5

.

0

ú

û

ù

ê

ë

é

=

m

k

k

Wcp

Wcg

[image: image129.wmf]s

s

s

s

s

C

884

.

2

9

.

14

5

.

161

56

)

(

2

2

+

+

+

=

[image: image130.wmf](

)

(

)

÷

÷

ø

ö

ç

ç

è

æ

+

+

+

+

+

+

+

+

=

v

v

u

u

s

f

s

f

s

f

s

e

s

e

s

e

2

2

4

4

2

2

2

2

4

4

2

2

......

1

......

1

[image: image131.wmf]5

393633

.

9

276

425

46

)

(

2

2

+

+

+

+

=

s

s

s

s

s

C

_1260963916.unknown

_1260980507.unknown

_1261208220.unknown

_1261413970.unknown

_1261484150

_1266145899.unknown

_1266146161.unknown

_1266146505.unknown

_1266146612.unknown

_1266146623.unknown

_1266146558.unknown

_1266146311.unknown

_1266146371.unknown

_1266146030.unknown

_1266146067.unknown

_1261496372

_1261496630

_1261496276

_1261474669.unknown

_1261475327.unknown

_1261478100.unknown

_1261414804.unknown

_1261415731.unknown

_1261414206.unknown

_1261399791.unknown

_1261413537.unknown

_1261413688.unknown

_1261413442.unknown

_1261413516.unknown

_1261401764.unknown

_1261209535.unknown

_1261399677.unknown

_1261208408.unknown

_1261204760.unknown

_1261205944.unknown

_1261206252.unknown

_1261207367.unknown

_1261205973.unknown

_1261205024.unknown

_1260980992.unknown

_1261037967.unknown

_1261038223.unknown

_1261038435.unknown

_1261038852.unknown

_1261038126.unknown

_1261037837.unknown

_1261037856.unknown

_1261036947.unknown

_1260980763.unknown

_1260980791.unknown

_1260980754.unknown

_1260967554.unknown

_1260971708.unknown

_1260971856.unknown

_1260974039.unknown

_1260971745.unknown

_1260967639.unknown

_1260968191.unknown

_1260967789.unknown

_1260967586.unknown

_1260965161.unknown

_1260967382.unknown

_1260965180.unknown

_1260967311.unknown

_1260964221.unknown

_1260964596.unknown

_1260964170.unknown

_1260873859.unknown

_1260881749.unknown

_1260963136.unknown

_1260963382.unknown

_1260963725.unknown

_1260963177.unknown

_1260883663.unknown

_1260883682.unknown

_1260883426.unknown

_1260878420.unknown

_1260878837.unknown

_1260878864.unknown

_1260878544.unknown

_1260877485.unknown

_1260878180.unknown

_1260874681.unknown

_1260705207.unknown

_1260872275.unknown

_1260873076.unknown

_1260873622.unknown

_1260873641.unknown

_1260873101.unknown

_1260872823.unknown

_1260785684.unknown

_1260788726.unknown

_1260705990.unknown

_1260710764.unknown

_1260784567.unknown

_1260706045.unknown

_1260705220.unknown

_1260693937.unknown

_1260703083.unknown

_1260703331.unknown

_1260704704.unknown

_1260698480.unknown

_1260702806.unknown

_1260698037.unknown

_1260253368.unknown

_1260692295.unknown

_1260693567.unknown

_1260248210.unknown

_1260252471.unknown

_1260248697.unknown

_1260247931.unknown

