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_Abstract_ 

An Artificial Neural network (ANN) is a collection of neurons in a particular 

arrangement or configuration. It is a parallel processor that can compute or estimate any 

function. Basically in an ANN, knowledge is stored in memory as experience and is available for 

use at a future time. The weights associated with the output of each individual neuron represent 

the memory which stores the knowledge. These weights are also called inter-neuron connection 

strengths. Each neuron can function locally by itself, but when many neurons act together they 

can participate in approximating some function. The knowledge that is being stored will also be 

referred to as “numeric data”, which is transferred between neurons through weights. ANNs 

learn through training. There are various training algorithms for different types of ANN, based 

on the specific application. Based on the training, the weights associated with each neuron adjust 

themselves. By training, it is meant that a set of inputs is presented repeatedly to the ANN and 

the weights adjusted so that the weights reach an optimum value, where optimum means that 

weights either tend to minimize or maximize. An ANN is trained repeatedly and at one point it 

reaches a stage where it has „learned‟ a particular desired function. With proper training it can 

generalize, so that even new data, which was not part of the training data, will yield the desired 

output. 

Artificial Neural Networks have gained wide-spread popularity over the last few decades. 

Their application is considered as a substitute for many classical techniques that have been used 

for many years. Some of the most common applications of an ANN would be pattern 

recognition, plant modeling, plant control, and image compression. A large variety of neural 

network architectures have been developed. These ANN models have the capability to use more 

than one learning algorithm for training purposes. Different aspects of ANN such as efficiency, 

speed, accuracy, dependability and the like have been studied extensively in the past. Many 

approaches have been explored to improve the performance of neural nets. In this thesis, a new 

approach is proposed to build neural net architectures. Lab VIEW is graphical programming 

software developed by National Instruments. Using Lab VIEW, ready-made Virtual Instruments 

(VI) can be developed for various applications. Lab VIEW is basically an Application 

Development Environment (ADE) for building user friendly applications. This thesis 

concentrates on a Lab VIEW approach to build various neural net structures. 

In this thesis, a new approach has been applied to build neural nets. Lab VIEW, powerful 

graphical programming software developed by National Instruments, which has, so far been 

successfully used for data acquisition and control, has been used here for building neural nets. 

Both supervised and the unsupervised neural nets have been successfully developed in this thesis 

using Lab VIEW, and it has been proved that Lab VIEW is a very powerful software tool for 

building neural nets. Neural nets are parallel processors. They have data flowing in parallel lines 

simultaneously. Lab VIEW has the unique ability to develop data flow diagrams that are highly 

parallel in structure. So Lab VIEW seems to be a very effective approach for building neural 

nets. 
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