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Abstract

A supply chain is a network of facilities and distribution options that performs the functions of procurements of materials, transformation of these materials into intermediate and finished products, and the distribution of these finished products to customers. Marketing, distribution, planning, manufacturing, and the purchasing organizations along the supply chain have traditionally operated independently. These organizations have their own objectives and these are often conflicting. Many manufacturing operations are designed to maximize throughput and lower costs with little consideration for the impact on inventory levels and distribution capabilities. Purchasing contracts are often negotiated with very little information beyond historical buying patterns. The result of these factors is that there is not a single, integrated plan for the organization. Clearly, there is a need for a mechanism through which these different functions can be integrated together. Supply Chain Management is a strategy through which such integration can be achieved. Forecasting is a necessity almost in any operation. The relationship of various parameters that may change and impact decisions are so abundant that any credible attempt to drive meaningful associations are in demand to deliver the value from acquired data. This report proposes some modifications to adapt improved forecasting techniques with the aim to develop it as a decision support tool applicable to a wide variety of operations in supply chain management.
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 “Imagine a world … where we can be more certain of what the future holds for us … this report explains what we need to do to start converting dream into reality.”
CHAPTER 1

Introduction
1.1 Background:
Today the challenge is one posed by the advent of the globalization of business furnished by the international corporatization of companies and the networking of their supply chains. Some of these multinational organizations have economic power bigger than many sovereign nations. Global competitiveness is the Mantra which distinguishes this economic era from previous ones. The company has attributed a significant part of its success to the way it manages flows product, information and funds within its supply chain. The failure of many business/firm can be attributed to their inability to design appropriate supply chains or manage supply chain flows effectively. The design, planning and operation of a supply chain have a strong impact on overall profitability and success. It is fair to state that a large part of the success of firm can be attributed to their effective supply chain design, planning and operation.

1.2 Supply chain management (SCM)

A supply chain is a network of facilities and distribution options that performs the functions of procurements of materials, transformation of these materials into intermediate and finished products, and the distribution of these finished products to customers. Supply chain exists in both service and manufacturing organizations, although the complexity of the chain may vary 
greatly from industry to industry and firm to firm. Marketing, distribution, planning, manufacturing, and the purchasing organizations along the supply chain have traditionally operated independently. These organizations have their own objectives and these are often conflicting. Many manufacturing operations are designed to maximize throughput and lower costs with little consideration for the impact on inventory levels and distribution capabilities. Purchasing contracts are often negotiated with very little information beyond historical buying patterns. The result of these factors is that there is not a single, integrated plan for the organization instead there were as many plans as businesses.

Supply chain management is a philosophy of business, based on idea of partnership. Management of the supply chain is concerned with achieving cost-effective satisfaction of end customer requirements through buyer-supplier process integration. SCM is the close linkage and coordination of activities involved in buying, making and moving a product. It integrates supplier, manufacturer, distributor, retailer and customer logistics processes to reduce time, redundant effort and inventory costs. The process integration with the supplier upstream and the customer downstream comes about through sharing of information for mutual benefit of the parts of the supply chain. So SCM is a cross –functional inter-enterprise and intra-enterprise system that uses information technology to help, support and manage the links between some of the company’s key business processes and those of its supplier, customers, and business partners. It consists of firms collaborating to leverage strategic positioning and to improve operating efficiency.

Supply chain management is one of the most important area that has recently generated a great deal of interest in both industry and academia. The term SCM was first coined by an American industry consultant in the early 1980s.The supply chain (SC) is a linked set of resources and processes that begins with the Sourcing of raw materials and extends through to the delivery of end items to the final customer. While the Separation of SC activities among different companies enables Specialization and economics’ of Scale, many important issues and problems need to be resolved for successful SC operations – the main purpose of Supply chain management (Trkman, etal., 2007).
The Supply chain is a network of facilities that procure raw materials, transform them into intermediate goods and then final products, and deliver the products to customers through a distribution System. It is regarded as a continuous Process from the Total market supply and demand for products to customer payment. It encompasses all the information, financial, and physical flows from the supplier’s supplier to the customer’s customer. The idea of Supply chain management is to view the chain as an integrated system, and to fine- tune the decisions about how to operate the various  components (firms, functions, and activities) in ways that can produce the most desirable overall system performance in the long run(Huang .et al.,2002). The concept of the Supply chain, identified a “Process for building improved and stronger upstream and downstream business linkages”, focused toward improving value for the ultimate customer. Related definitions of the Supply chain included: “how to integrate and perform logistics and manufacturing activities”, or more generally, collaboration among Supply chain partners.
A more elaborate and applied definition is: “The connected series of activities concerned with the planning and controlling of raw materials, Components and finished products from suppliers to the final customer”. Minimally, then, as pointed out by the characteristics of a Supply chain must include multiple echelons, focus on integration, and goals of service and profitability and may also involve collaborative processes and value adding Considerations. Supply chain flows are both forward and backward. Products often enhanced with a variable service bundle, flow forward while information flows backward (Customer demand requirements – design and volume), as well as forward (Promotional information and availability). Cash and credit Movements are also part of the integrated supply chain flows. Thus, the Supply chain emphasizes non-ownership and the lesser formality of applied linkages at all stages, whether the firms are large or small. Unfortunately, the process is anything but smooth, It Consists of a Variety of road blocks and enabler, each with varying efficiencies.

Supply chain management (SCM) is the Process of planning, implementing and controlling the operations of the supply chain as efficiently possible. Supply chain management spans all movement and storage of raw materials, work in process inventory, and finished goods from point of origin to point of consumption. The definition one American professional association 
put forward is that supply chain management encompasses the planning and management of all activities involved in sourcing, Procurement, Conversion, and logistics management activities. Importantly, it also includes coordination and collaboration with channel partners, which can be suppliers, intermediaries, third party service providers, and customers, In essence, Supply chain management, integrates Supply and demand management within and across companies. Some experts distinguish Supply chain management and logistics, while others consider the term to be interchangeable. Organizations increasingly find that they must rely on effective Supply chain, or networks, to successfully compete in the global market and networked economy. In management’s new Paradigms, this concept of business relationships extends beyond traditional enterprise boundaries and Seeks to organize entire business processes throughout a value chain of multiple companies. 
[image: image2.emf]
                   Figure 1.1   Supply Chain (shaded) within the total Supply Chain network
Figure1.1 depicts a generic supply chain. It is shown within the context of what is usually referred to as a ‘total Supply Chain network’. In such a network, each firm belongs to at least one supply chain; i.e. it usually has multiple suppliers and customers. A milk producer, for instance, obtains inputs such as feeds and veterinary medicines from a number of different suppliers. He or she delivers milk to one or more processors, who in turn, distribute the processed products through one or more retail outlets.

One traditional view of a Supply Chain is the so-called ‘cycle view’. In this view, the processes in a Supply Chain are divided into a series of cycles, each performed at the interface between two successive stages (Figure 1.3). Each cycle is decoupled from other cycles via an inventory, so it can function independently, optimize its own processes and is not hindered by ‘problems’ in other cycles. As an example, we may think of a cycle where retailer inventories are replenished by delivering products from a processor’s end-product inventory. Another cycle takes care of replenishing the processor’s inventory, by the production of new end-products. A cycle view of the Supply Chain clearly defines the processes involved and the owners of each process and their roles and their responsibilities. 
[image: image3.emf]
Figure 1.2. The traditional view of supply chain processes: cycles (the

triangles represent inventories of products)
Due to increasing consumer demand variability and uncertainty resulting in an increased demand for capacity-flexibility and thus reduction of inventories, the ‘push/pull’ view of  supply chains is gaining more interest . This view aims at eliminating as much stock as possible in the supply chain and focuses on the extent to which customer orders penetrate or may penetrate the logistics system. By eliminating stock at the retailer and wholesaler, they are risking less by having the wrong products in stock. So when a customer arrives and demands a product, the retailer will order the product at the processor, resulting in a delivery lead time.
[image: image4.emf]
Figure 1.3.   Views on supply chain processes where upside down triangle stands for an 
                       inventory (Chopra and Meindl,2006)          
In the 21ST Century, there have been a few changes in business environment that have contributed to the development of Supply chain networks. First, as an outcome of globalization and the Proliferation of multi-national-Companies, Joint Ventures, Strategic alliances and business partnerships, there were found to be significant Success factors, following the earlier “Just-In-Time, Lean Management and Agile Manufacturing” practices. Second, technological changes, particularly the dramatic fall in information Communication Costs, which are a paramount Component of Transaction costs, have lead to changes in Coordination among the members of the Supply Chain network. Many researchers have recognized these kinds of supply network structures as a new organization form, using terms such as “keiretsu” Extended Enterprise, Virtual Corporation, “Global Production Network”, and “Next Generation Manufacturing System”. In general, such a structure can be defined as “A Group of Semi-independent organizations, each with their capabilities, which collaborate in ever-changing constellations to serve one or more markets in order to achieve some business goal specific to that collaboration”. Supply chain event management (abbreviated as SCEM) is a consideration of all possible occurring events and factors that can cause a disruption in a supply chain. With SCEM possible scenarios can be created and solution can be planned.
Integration Era
This era of supply chain management studies was highlighted with the development of Electronic Data Interchange (EDI) systems in the 1960s and developed through the 1990s by the introduction of Enterprise Resource Planning (ERP) systems. This era has continued to develop into the 21st century with the expansion of internet-based collaborative systems. This era of SC evolution is characterized by both increasing value-added and cost reduction through integration.
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                                       Figure1.4   Integration of Supply Chain
1.3 Need for SCM
 In the past, most organizations did little to manage their supply chains. Instead, they tended to concentrate on their own operations and on their immediate suppliers. However, a number of factors make it desirable for business organizations to actively manage their supply chains. The major factors are-
1. The need to improve operations

2. Increasing level of outsourcing 

3. Increasing transportation costs

4. Competitive pressures

5. Increasing globalization

6. Increasing importance of e-commerce 

7. The complexity of supply chains

8. The need to manage inventories 

1-The need to improve operations- During the last decade, many organizations adopted practices such as lean production and TQM. As a result, they were able to achieve improved quality while wringing much of the excess costs out of their systems. Although there is still room for improvement, for many organizations, the major gains have been realized. Opportunity now lies largely with procurement, distribution, and logistics- the supply chain.

2- Increasing level of outsourcing – Organizations are increasing their levels of outsourcing. Outsourcing means buying goods or services instead of producing or providing them themselves. As outsourcing increases, organizations are spending increasing amount on supply-related activities (wrapping, packaging, moving, loading and unloading, and sorting). A significant amount of the cost and time spent on these and other related activities may be unnecessary. 

3-Increasing transportation costs- Transportation cost are increasing, and they need to be more carefully managed. 
4-Competitive pressures- Competitive pressures have led to an increasing number of new products, shorter product development cycle, and increased demand for customization. And in some industries, most notably consumer electronic, product life cycles are relatively short. And to this are adoption of quick- response strategies and efforts to reduce lead times.
5-Increasing globalization- Increasing globalization has expended the physical length of supply chains. A global supply chain increases the challenges of managing a supply chain. Often currency differences and monetary fluctuations are factors, as well as language and cultural differences.

6-Increasing importance of e-commerce -Increasing importance of e-commerce has added new dimensions to business buying and selling and has presented new challenges.

7- The complexity of supply chains- Supply chains are complex; they are dynamic, and they have many inherent uncertaintities that can adversely affects the supply chain, such as inaccurate forecasts, late deliveries, substandard quality, equipment breakdown and cancelled or changed orders.

8-The need to manage inventories -Inventories play a major role in the success or failure of a supply chain, so it is important to coordinate inventory levels throughout a supply chain. Shortages can severely disrupt the timely flow of work and have far reaching impacts, while excess inventories and unnecessary cost. It would not be unusual to find inventory shortages in some parts of a supply chain and excess inventories in other parts of the same supply chain. Another very important inventory phenomenon that can occur without good supply chain management is the Bullwhip Effect in which Inventory stockpiles become progressively larger looking backward through the chain from the final customer toward the beginning of the supply chain. The Bullwhip effect increases inventory costs and, hence, final costs.
1.4 Classification of supply chain: -

1) Operational Supply Chain: - Operational aspect is concerned with the efficient operation of the entities with the supply chain and focuses on control and performance measures. This is concerned with the daily operation of a facility such as a plant or distribution centre to ensure that the most profitable way is considered and executed to fulfill the actual order requirement.

2) Design Supply chain: - The design involves contributions from different disciplines. Design of the supply chain determines its structure, i.e. it focuses on the location of decision sports and the objectives of the design.

3) Strategic Supply chain: - The strategic involves the analysis of how various goals support the needs of the organization and it is definitely the responsibility of the upper management. Strategic aspect also includes the research determination of opportunities that can enhance the competitiveness of the organization as a part of the supply chain or the network of supply chain.
1.5 Elements of SCM

Supply chain management involves coordinating activities across the supply chain. Central to this is taking customer demand and translating it into corresponding activities at each level of the supply chain. The key elements of supply chain management are-

· Customers – determining what products and/ services customers want.
· Forecasting—predicting the quantity and timing of customer demand.
· Design – incorporating customers, wants, manufacturability, and time to market.
· Capacity planning – matching supply and demand.
· Processing – controlling quality, scheduling work. 
· Inventory – meeting demand requirements while managing the costs of holding inventory.
· Purchasing – evaluating potential suppliers, supporting the needs of operations on purchased goods and services 
· Suppliers – monitoring supplier quality, on- time delivery, and flexibility; maintaining supplier relations.
· Location – determining the location of facilities.
· Logistics – deciding how to best move information and materials.
1.6 Type of supply chain: -

1) Lean Supply Chain (LSC): - A LSC employs continuous improvement processes to focus on the elimination of waste or non-value stops across the chain (Turkett, 2001).It is supported by the reduction of set up times to allow for the economic production of small quantities, there by achieving cost reduction, flexibility, and Aiming external responsiveness is responding to customer requirement. For Internal responsiveness the organizations adopted the time-based competition  paradigm, which ensured that development and production time is compressed, There by achieving higher  Responsiveness and profitability, justifying higher prices for enhanced customer service and leading to rapid innovation and lower cost of quality.

 2) Agile Supply Chain (ASC):- Agility relates to the interface between a company and the market. It profits by responding to rapidly changing, continually, fragmenting global Markets by being dynamic, context specific aggressively changing and growth oriented, driven by customer designed products and services (Huang et al., 2002).

3) Hybrid Supply chain (HSC):- the existence of an intermediate chain known as the hybrid supply chain. Which is similar in meaning with the word of “legality” (Naylor, etal, 1999). A HSC involves ‘assemble to order’ products, whose demand can be quite accurately forecasted. The chain helps to achieve mass customization by postponing product differentiation until final assembly.
1.7 How to make supply chain more effective? 

The effectiveness of strategic Supply chain management is closely tied to three attributes: agility, adaptability and alignment ( Lee, 2004). 

Agility: - Strong ability to be proactive as well as responsive to changes. 

Adaptability: - maintain a limited set of multiple chains to ensure distribution.

Alignment: - Interests of participants coincide (or is developed to be synergistic).

Competitive priorities: Total Value across Speed, quality, cost and flexibility.

1.8 Barriers in implementation of SCM
· Lack of skilled individuals to drive supply chain development

· Lack of power in the supply chain

· Lack of experience in managing improvement programmes 

· Doubts that benefits exist outside current practices 

· Lack of interest through the supply chain to participate

· Lack of trust among supply chain members 

· Lack of knowledge/experience of electronic trading 

· Geographical distance from customers/suppliers 

· Inadequate information systems
· Lack clear alliance guidelines
· Inconsistent operating goals 
· Lack of shared risks and rewards 
· Processes poorly costed
· Non-aligned measures
· Lack of willingness to share information 

· Organizational boundaries 

· Measuring SC contribution

· Measuring customer demands

· Lack of employee empowerment

· Lack of resources for SCM

· Disparity in trading partners’ capability

· Resistance to change to IT-enabled SCM

· Low level of supply chain integration

· Threats of information security 

· Lack of trust in supply chain linkage

· Fear of information system breakdown

· Low priority by the management

· Fear of supply chain breakdown

· Lack of funds

· Poor IT infrastructure facilities

· Lack of awareness about use of IT in supply chain

 Some other barriers in detail are:
· Barriers to integration of separate organization- Organizations, and their functional areas, have traditionally had an inward focus. They set up buffers between themselves and their suppliers. Changing that attitude can be difficult. The objective of the supply chain management is to be efficient across the entire supply chain.
· Getting CEOs, Board of Director, Managers, and Employees “Onboard” – CEOs and Board of Directors need to be convinced of the potential payoff from supply chain management. And because much of SCM involves a change in the way business has been practiced for an extended period of time, getting managers and workers to adopt new attitudes and practices that are consistent with effective supply chain operations poses a real challenge.

· Small Businesses—Small businesses may be reluctant to embrace SCM because it can involves specialized, complicated software as well as sharing sensitive information with outside companies. Nonetheless, in order for them to survive, they may have to do so.

· Variability and Uncertainty—Variation creates uncertainty, thereby causing inefficiencies in a supply chain. Variations occur in incoming shipments from suppliers, internal operations, and deliveries of products or services to customers, and customer’s demands. Increasing in product and service variety add to uncertainty, because organizations have to deal with a broader range and frequent changes in operations. Hence, when deciding to increase variety, organizations should consider this trade –off.

· Response Time—Response time is an important issue in SCM. Long lead time impair the ability of a supply chain to quickly respond to changing conditions such as change in quantity or timing of demand, change in product or service design. And quality or logistic problem. Therefore, it is important to work to reduce long product lead times and longer collaborative lead times, and a plan should be in place to deal with problems when they arise.   

· Dealing with trade-offs- A number of trades-offs that must be taken into account in structuring supply chains are:

· Lot size-inventory trade-off—Producing or ordering large lot sizes yields benefits in terms of quantity discounts and lower annual setup costs, but it increases the amount of safety stock carried by suppliers and, hence, the carrying cost. It also can create the bullwhip effect.
· Inventory – transportation cost trade-off—Supplier prefer to ship full truckloads instead of partial loads in order to spread shipping costs over as many units as possible. This leads to higher holding costs for customers. Solutions include combining orders to realize full truck – loads, downsizing truck capacity, and shipping late in the process along with cross-docking. Cross –docking is a technique whereby goods arriving at a warehouse from a supplier are unloaded from the supplier’s truck and immediately loaded on one or more outbound trucks, thereby avoiding storage at the warehouse completely. Wal-Mart is among the companies that have used this technique successfully to reduce inventory holding costs and lead times.

· Lead time-transportation cost trade-off—Suppliers usually prefer to ship in full loads, but waiting for the sufficient orders or production to achieve a full load increases lead time. In addition to preceding suggestions, improved forecasting information to suppliers might improve the timing of their production and orders to their suppliers.

· Product variety-inventory trade-off—Higher product variety generally means smaller lot sizes, which results in higher setup costs, as well as higher transportation and inventory management costs. One possible means of reducing some costs is delayed differentiation, which means producing standard components and subassemblies, then waiting until late in the process to add differentiating features.

· Cost-customer service trade-off—Producing and shipping in large lots reduces costs, but it increases lead times. One approach to reduce lead time is to ship directly from a warehouse to the customer, bypassing a retail outlet.       
So we can say that Supply chain management must address the following problems:
1. Distribution network configuration: - Number, location and network missions of suppliers, production facilities, distribution centres, warehouses, cross-docks and customers.

2. Distribution Strategy: - Third party logistics, direct shipment, cross docking, pull or   push strategies centralized, decentralized.

3. Information: - inventory, transportation, forecasts, including demand signals, Integrate systems and processes through the supply chain to share information.

4. Inventory Management: - Quantity and location of inventory including raw materials,   work in process and finished goods.
5. Cash Flow: - Arranging the payment terms and methodologies for exchanging funds across entities within the supply chain. Supply chain execution is managing and coordinating the movement of materials, information funds across the supply chain. The flow is bidirectional.
1.9 Supply Chain Performance Measures 
 There are Financial and Operational, non-financial measures in performance. Financial measures are lagging metrics, a result of past decisions. Operational, non-financial measures are excellent indicators of process health
1.9.1 Financial Measures
· Market share
· Stock

· Valuation
· Profits
· ROI
· Inventory Turns
           1.9.2 Operational, non-financial measures:
· Cycle time 
· Customer service level
·  order fill rate
· stock out rate
· backorder level
· probability of on time delivery
· Inventory levels
· Resource utilization
· Capacity/Throughput
· Quality
· Reliability
· Dependability/Performability 
· Flexibility
·  volume
· product mix
· routing
· delivery time 
1.10 Forecasting 

Forecasting plays major roles in most of our activities and in all we do concerning the future. It is a branch of the anticipatory sciences used for identifying and projecting alternative possible futures.  Forecasting opens menu windows onto futures. Forecasted visions of possible futures open our freedom of choice over which future to encourage or discourage.  In our fast-paced, rapidly changing world, the futures that we will experience will tend to be vastly different from our present reality in a growing number of ways. Furthermore, because of constant development of new knowledge and advances in the scientific (and ensuing technological advances), sociological, political, economic, and business arenas, our global society has an ever increasing ability to shape (for better or worse) the futures we will eventually achieve.  In general terms, a forecast is simply a statement, based upon some criteria, concerning the future condition of something. A major purpose of forecasting is to give us choice over which future, either the trend path we are on, or an alternative, to plan, design, create, and to back with our resources.   Furthermore, forecasts are useful in assisting our intuitions about our plans, outlooks, investments, and so on, whenever we would like to have a better idea of the possible or most probable outcome.
 We want information from forecasts relative to identify 

· Possible futures ;
Probable futures ;
Preferable futures;
· Providing a basis for understanding the process and dynamics of change; 
 Providing notions of where change may take us into the future; 
 Providing a systematic methodology, based upon a set of supportive assumptions, for the discovery of possible futures.

· Since we know that individuals and society in general have the means and knowledge to shape major elements of our future, to grow new opportunities as well to set in motion means for avoiding or lessening the impact of negative future threats, forecasting again becomes an increasingly important tool for all of us to understand and use. 

Forecasting has many uses, some of which are to: 

1. Identify the trend path we are travelling into the future. 

2. Identify alternative possible futures (alternatives to the trends).
3. Provide views of possible futures. 

4. Raise awareness of possible futures so that we have choice over which future we support.
5. Provide information about possible futures so that realistic planning can occur. 

6. Provide information on possible futures to aid decision-making and planning. 

7. Justify the decisions and plans we make.
8. Discover possible breakthroughs.
9. Discover possible life, societal, scientific, political, social, technological, and institutional future turning points or paradigm shifts. 

10. Track evolving change and advances. 

11. Provide managers with information for choosing their organizations vision, mission, purpose, goals, objectives, strategies, plans, and tactics.
12. Provide information on possible futures for assessment relative to their possible future impacts and consequences. 

1.11 Methods of forecasting

Some common methods of forecasting are: 

1. Extrapolating historical data: using time series and statistical demand to infer trends from what has happened in the past. This approach broadly assumes consistent market drivers over the period in question
The most common method for extrapolating forecasts from historical trends is by the analysis of time series data. Time series typically comprise four elements: 

1) trends: growth rates of the past market 

2) cycles: long term fluctuations, usually linked to the economic cycle 

3) seasonality: consistent fluctuations throughout the year
4) Erratic or stochastic events: normally caused by events outside an industry or market’s control.

Trends and cycles often require a long time to become evident and can be masked by seasonality and erratic events. Factors can be internal or external to a company, such as the launch of an advertising campaign. When hard pressed for data, a good way to forecast growth is to look to other industries or markets for guidance.
2. Inferring from derived demand: developing a general trend from the way demand in other related industries or markets has changed over time 
3. Compiling projective opinions: gathering multiple views from better informed parties and constructing a best guess estimate. 
1.12 Principles of forecasting

Regardless of the technique(s) employed in forecasting, there are eight basic principles that should be understood:

(1) Accuracy of forecasts: Forecasts are almost always wrong. The only real question is, how much? Why then should one forecast bad numbers? A forecast is better than no forecast. In most businesses, a certain amount of error can be tolerated. This is called acceptable error, which varies from company to company, industry to industry. This variable depends on many factors including reaction time, size of company, and cost of an error to a company.

(2) The time horizons of forecasting: All else being equal, forecasting accuracy decreases as the time horizon increases. The longer the time horizon of the forecasts, the greater the chance that established patterns and relationships will change, thereby invalidating forecasts. Specifically, the more time competitors have to react to predicted events or the predictions themselves, the more they can influence future events for their own benefit. Changes in the environment, including technology, competitors’ strategy, buyer behaviour and government regulations, impact the long-term forecasts. The further into the future that one forecasts, the more likely unexpected environmental changes will occur. Many of these environmental changes cannot even be imagined for very long-term predictions. If they cannot be imagined, they cannot be predicted and, hence, their effects on business cannot be predicted either.

(3) Technological change: Forecasting accuracy decreases as the rate of technological change increases. The higher the rate of technological change in a given industry, the greater the chance that established patterns and relationships will change, and the greater the chance that competitors will be able to influence the industry through technological innovation. An excellent example is high-tech industries, where forecasting is almost impossible as firms strive to create the future according to their own conceptions. By bringing out new technologies, they hope to shape the future in desired directions in order to achieve competitive advantage.

(4) Barriers to entry: The fewer the barriers to entry, all else being equal, the more inaccurate will be the forecasts. New competitors (both domestic and foreign) can drastically change established patterns and relationships in their quest to gain competitive advantage.

(5) Dissemination of information: The faster the dissemination of information, all else being equal, the less useful will be the value of forecasting, because everyone has the same information and can arrive at similar predictions. In such a case, it will become impossible to gain advantages from accurate forecasting, as everyone else will also attempt to do the same. This means accurate forecasts are not necessarily useful, a point that is not always understood or accepted, although examples abound.

(6) Elasticity of demand : The more elastic the demand, all else being equal, the less accurate will be the forecasts. Thus, demand for necessities (for example, food items) can be predicted with a higher degree of accuracy than for non-necessities (such as vacationing). Obviously, people must eat and acquire necessities, which are given priority over other purchases in case of income reduction, as during periods of recession.

(7) Consumer versus industrial products. : Forecasts for consumer products, all else being equal, are more accurate than those for industrial products. Industrial products are sold to a few large customers. If only one of those customers is lost, there would be a substantial loss in sales. Also, such customers are well informed and can bargain with competing suppliers because of the large quantities or amounts they buy.

(8) Aggregate versus disaggregate : Aggregate forecasts for families or groups of products are usually more accurate than item forecasts. This is true because the data pattern of aggregate data does not change as rapidly as that of disaggregate ones (individual units). Insurance companies can reasonably predict how many auto accidents will occur in the USA next year or how many men age 40-50 will die, but not the particular individuals who will be affected. On aggregate forecasts, overestimates of some products cancel out underestimates of other products.    

1.13 Research Objective

Most organizations use forecasts as input to comprehensive planning processes such as financial planning, budgeting, sales planning, and finished goods inventory planning that are charged with accomplishing particular goals. This implies that the forecast needs not only to be accepted by external parties, but also to guide efforts of the organization. Thus, an important measure of forecast effectiveness is how much they support these planning needs. The forecasting horizon and accuracy of the forecast should be such that it allows the elaboration and execution of plans to take advantage of the forecast. 
Nevertheless, forecasting is not an exact science. In an organizational setting, the forecasting process requires information from multiple sources (e.g., intelligence about competitors, marketing plans, channel inventory positions, etc.) and in a variety of formats, not always amenable to integration and manipulation (Fildes and Hastings, 1994; Lawrence et al., 1986; Makridakis et al., 1998). The multiplicity of data sources and formats creates two major challenges for a forecasting process. First, since not all information can be accurately reflected in a statistical algorithm, judgment calls are a regular part of forecasting processes (Armstrong, 2001; Sanders and Manrodt, 1994; Sanders and Ritzman, 2001). The judgmental criteria to make, adjust, and evaluate forecasts can result in individual and functional limitations and biases that potentially compromise the quality of the forecasts. Second, since the vast majority of the information providers and the makers of those judgment calls are also the users of the forecast, there are strong political forces at work explicitly attempting to bias the outcome of the process. Thus the forecasting process, in addition to fitting with the organization planning requirements, needs to explicitly manage the biases (whether individual or functional) that might affect the outcome of the process. We try to find out potential sources of biases in the organization intentional and unintentional that incorporates the judgmental, informational, and political dynamics that affect forecasting performance
Many mathematical models and statistical techniques are available for researchers, and the challenge is to select the one that best fits the available data and the expectations of potential users. Among them are smoothing and curve-fitting methods, decomposition and autoregressive integrated moving average. All these models involve finding underlying cyclical and non-cyclical as well as random components that fit time series data to better predict future points as well as extended trend lines. We find out different available methods of forecasting and to make improvement in already existing methods through various tools and techniques to save time and money in forecasting.
1.14 Methodology
Forecasting process, together with the supporting mechanisms of information exchange and elicitation of assumptions, is capable of managing the potential political conflict and the informational and procedural shortcomings. For quantitative approaches, a full scan of available data, their coverage and their periodicity is needed to get a better sense of what forecasting techniques are feasible and at what frequency and cost. For qualitative approaches, an assessment is needed to prepare the key topics, issues, events and drivers that are likely to affect global civil society in the near-, medium- and long-term futures, and develop a plan of how such approaches would work in regional, transnational and global contexts.
First we will try to collect the best possible data through various sources.  There are many methods of data collection usually used in case research studies. Data from two or more sources will help to support the research answers. The goal of data collection is to gain rich data that suit for the research. Collected specific data depends on the research questions and the part of analysis. Myers and Avison (2003) suggest that the researchers should plan what data they will collect. For example, they should list resources to be gathered such as documentation or they plan for questions to interview. These plans will help researchers when they have to work with other researchers. The goals of this stage are to ensure that we can collect data which we want and spend time appropriately. Then using past data we will apply MATLAB for forecasting the future requirement. We will try to find other techniques for improvement in already available methods. We will describe a Case Study and application of quantitative as well as qualitative methods in it.
CHAPTER 2

Literature Review

Supply chain management (SCM) includes a set of approaches and practices to effectively integrate suppliers, manufacturers, distributors and customers for improving the long-term performance of the individual firms and the supply chain as a whole in a cohesive and high-performing business model (Chopra and Meindl, 2006). As defined by the Council of Supply Chain Management Professionals, SCM encompasses the planning and management of all activities involved in sourcing and procurement, conversion and all logistics management activities as well as coordination and collaboration with channel partners.
The importance of forecasting for operations management cannot be overstated. Within the firm, forecast generation and sharing is used by managers to guide the distribution of resources (Stein, 1997), to provide targets for organizational efforts (Hamel and Prahalad, 1989; Keating et al., 1999), and to integrate the operations management function with the marketing (Crittenden et al., 1993; Griffin and Hauser, 1992), sales (Lapide, 2005; Mentzer and Bienstock, 1998), and product development (Griffin and Hauser, 1996; Wheelwright and Clark, 1992) functions. Errors in forecasting often cross the organizational boundary and translate into misallocation of resources that can impact shareholders’ return on investment (Copeland et al., 1994), and affect customers’ perception of service quality (Oliva, 2001; Oliva and Sterman, 2001). Across the supply chain, forecast sharing is a prevalent practice for proactively aligning capacity and managing supply (Cachon and Lariviere, 2001; Terwiesch et al., 2005).

Over the past five years, demand/supply planning processes for planning horizons in the intermediate range have been receiving increasing attention, especially as the information technology originally intended to facilitate this planning has achieved limited success. Crossfunctional coordination among groups such as sales, operations, and finance is needed to ensure the effectiveness of some of these planning processes and the forecasting that supports it. Such processes have been referred to in the managerial literature as sales and 
operations planning (S&OP) processes (Bower, 2005; Lapide, 2005). Forecasts within this multi-functional setting that characterizes many organizations cannot be operationalized or analyzed in an organizational and political vacuum. However, to date, little research has been done on managing the organizational and political dimensions of generating and improving forecasts in corporate settings; dimensions which determine significantly the overall effectiveness of the forecasting process (Bretschneider and Gorr, 1989).

Aviv (2001) maintains that collaborative forecasting is at least at the same level of the best individual forecasting. Holmstrom et al. (2002) put forth the methods of category forecasting, and they maintain that distributors can manage product categories and that they

can collaborate through POS system and the logistics center and make category forecast through actual sales status . Smaros (2007) suggests that the selection and employment of forecasting factors have an impact on the collaborative forecasting. Also, he notices that the

collaborative forecasting technologies have to develop continuously and be made practical .

The empirical studies indicate that factors play an important part in supply chain sales forecasting. Their application can greatly improve the specific and general forecasting accuracy and represents the thought of collaborative forecasting. They can contribute to the supply chain implication and prominent information application; they can contribute to positively employing the potential negative constraints of supply chain enterprises; they can contribute to the management of supply chain as the information whole. All these can be considered as an extension of the economic information filter in different hierarchies and modules.
GARCH is the most studied models for price forecasting (Contreras et al., 2003; Garcia et al., 2005). GARCH models have been almost exclusively used for financial forecasting in the past but that with appropriate modifications, it may be applicable to other areas. An operation exhibiting volatility may benefit from GARCH in addition to other techniques, either in isolation or in combination. It is known that in times of conflict military supply chains experience spikes in demand. These spikes and troughs occur over a short period of time and result in losses due to OOS (out of stock) or surplus. GARCH may minimize forecast errors and fiscal losses (Datta et al, 2007).
Table 2.1 SCM & Forecasting dimensions used in previous literature 

	                           Factors
	                             References

	Collaborative Forecasting 
	Smaros (2007), Holmstrom et al.(2002)

	GARCH model
	Datta,(2007), Garcia et al (2005)

	Demand Management

	Salama et al., 2009
Neale et al., 2005

	Ability to adopt process change
	Zhao and Wang (2002)

	Long term relationship with suppliers
	Olorunniwo and Hartfield (2001), He et al.(2009)

	Ready to adopt new technology
	Arshinder et al. (2007)

	Organization culture for SC implementation
	Grittel and Wises (2004)

	Trust development in SC members
	Sahay (2003)

	Use of information technology (IT) tools & techniques
	Lee et al. (1997), Arshinder et al. (2008)

	Information sharing/ exchange 
	Arshinder et al. (2007)

	Inventory tracking at SC linkage
	Mentzer et al. (2001), Arshinder et al. (2008)

	Use of Internet
	Cantor & Macdonald, (2009)
Johnson & Whang, (2002)

	Strategic Alignmen
	Kim (2009), Sahay (2004)

	Focused communication system
	Simchi et al. (2000), Arshinder et al. (2008)


CHAPTER 3: 

 Forecasting in SCM

In the modern supply chain, forecasting is necessary for companies that manufacture items for inventory and that are not made to order. Manufacturers will use material forecasting to ensure that they produce the level of material that satisfies their customers without producing an overcapacity situation where too much inventory is produced and remains on the shelf. Equally, the forecast must not fall short and the manufacturer finds them without inventory to fulfill customer’s orders. The cost of failing to maintain a good forecast can be financially catastrophic. Forecasts are developed for a company’s finished goods, components and service parts. The forecast is used by the production team to develop production or purchase order triggers, quantities and safety stock levels. The forecast is not static and should be reviewed by management on a regular basis. This is to ensure that information on future trends, the internal or external environment is incorporated into the forecast to give a more accurate calculation. 

In the majority of business organizations that use it, the primary objectives of supply chain forecasting are to establish the best method to meet the demands of customers and make the most efficient use of resources, including distribution methods, inventory capacity and the workforce elements. The basic reasoning behind the supply chain is to find the best way to match supply with demand by using the least amount of inventory possible. Many manufacturing businesses utilize supply chain forecasting to help them find a balance between supply and demand. In an effort to create this balance, a supply chain forecast must ensure that the level of items produced satisfies customer demand without creating a surplus inventory. Forecasts should be designed for each link in the supply chain, such as components, service parts and finished merchandise. In order for a forecast to be effective, companies usually need to consistently review it at regular intervals throughout the year. This will typically predict some future trend information that allows for the most accurate supply chain forecast calculation. 
In this report some improved forecasting techniques have been suggested which among which we present last technique in detail:
1. Manpower Forecasting

2. Consensus Forecasting
3. GARCH  Methodology
4. Forecasting an unknown function by Curve fitting.

3.1 Manpower Forecasting 

Tom Baum (2003) has pointed out that there is a “tendency to develop human resource policies, initiatives and remedial programmes that are reactive to what is currently happening rather than proactive to what is likely to occur.” He further stresses that, “as a general axiom, effective human resource strategies require considerable lead time in order to support requirement and, ideally, should be in place well before the bulldozers and diggers move in”.

In manpower literature, there is considerable confusion concerning the precise meaning of the word ‘demand’, ‘need’ and ‘requirements’. Some writers have used the terms as synonymous. Others, on the other hand, have used them in distinct senses. ‘Demand’ for a particular category of manpower, from the economists angle, is a schedule of relationships between quantities of that particular category of manpower demanded and a series of possible wage rates. It is conceived here that the quantity of manpower demanded varies with the wage rates – more at a lower wage rate than at a higher one. Estimating future manpower ‘demand’ from the economists angle is not an easy job, as it calls for detailed knowledge about the established relationships between manpower demand and wage rates paid by category of manpower, and knowledge of the future pattern of relative wage rates for various occupations reflecting the marginal productivity in value terms.

‘Need’ refers to the number of people required to provide an ideal level of service. What is ideal is never achieved, because of structural, technological and other constraints. For example, a country’s ‘need’ for education might be that every one should have education upto the secondary school level. However, because of socio-cultural constraints leading to 
discrimination against females and class distinction among various sections of social hierarchy, resource constraint, and inadequate infrastructure support like school buildings and teachers, it may not be feasible to plan to provide secondary school level of education to everyone.

‘Requirements’ are then the functional composition of employment that will be necessary to produce goods and services within the framework of social, cultural, economic and technological targets (or constraints) specified. They are more often described as technological requirements, because manpower requirements of any task performance are conditioned by the state of technology.

In an extreme case, where the elasticity of substitution between different factors is zero or close to zero, any change in relative wages has either no effect or has insignificant effect on the ‘demand’ for manpower; and the level of employment resulting in such a situation is in fact technologically determined. Such a situation seems plausible in the short run; and it is unlikely to happen in the long run, because in the long run technologies might change giving rise to substitution possibilities.
Likewise, ‘requirements’ – which are in fact ‘needs’ in a constrained situation – may conform to ‘need’, if the constraints are not binding at the time of estimation. In effect, ‘demand’, ‘requirements’ and ‘needs’ might mean the same if:

· there are no substitution possibilities among factors of production, and

· the constraints are not binding.

The operative terms ‘manpower demand’ (or ‘manpower requirements’ or ‘manpower needs’) in the manpower literature implies manpower required to fulfill certain physical targets for Gross Domestic Product (GDP) or industrial output or socio-cultural status.

3.1.1 Need for Manpower Forecasts

The basic rationale for making manpower forecasts is the long gestation lags in the production of skilled professional people. Manpower forecasts made well in advance, facilitate planning of education/training is the effort to ensure that manpower required are available at the time when they are needed.

The second major reason is the observed imperfections in the labour market. Markets for manpower with long lead time for production are characterised by cobweb cycles, because of long lags in the supply side and short lags, on the demand side. In the event supply is not planned to meet the requirement, cobweb cycles in the labour market may ultimately lead to distortions in occupation-education correspondence, the fallout of which could either result in huge educated unemployment or with people taking up occupations for which they are not adequately prepared or both. Manpower forecasts, it is expected, would facilitate correction of labour market distortions.

The third major reason is that in the short-run at least, elasticities of substitution among various skills have been observed to be either zero or near zero. Production of goods and services, therefore, requires various categories of skilled manpower in fixed proportion. Shortage of any skilled category of manpower, in such a situation would adversely affect the production of goods and services within the economy. Manpower forecasts would help avoid such a situation by facilitating anticipation of skill shortages and planning skill supplies accordingly.

3.1.2 Data Base for Manpower Forecasting

Data base has a crucial role to play in manpower forecasting, as it determines the methodologies that can be adopted and methodological refinements that can be effected.

Keeping this in view, data requirements for manpower demand forecasting need to be discuss at macro and micro levels separately.

1)
Data Base for Macro Forecasting
For macro forecasting it would be ideal to have comparable data on the following items over a period of years in the past.

· Population Statistics: Data on population of the country by age, sex, education, economic activity status, migration, marital status, region, and rural-urban distribution are needed.

· Data on Economic Parameters: Economic parameters on which data are required on time-series basis are inputs, output, capital, investment, wages, productivity, value added and depreciation by industry; consumption, savings and expenditure on health by income strata of population in rural and urban areas of each region.

· Information on Technologies: Details about existing technologies are needed by industry specifying the implications of each technology for employment generation and investment. Similar information is also needed on emerging technologies by industry.

2)
Database for Micro Forecasting

For micro forecasting a well-defined Manpower Information System (MIS) is needed at the enterprise or company level. MIS may have the following modules:

· Personal Data Module: Identification particulars, educational particulars, educational qualifications, privileges, if any, such as, military training, handicapped, scheduled castes/schedules tribes, etc.

· Recruitment Module: Date of recruitment, grading in aptitude tests, grading in leadership tests, overall grading, job preferences and choices, if any.

· Job Experience Module: Placement history, grade promotions, tasks performed gradewise, significant contributions, etc.

· Performance Appraisal Module: Performance appraisal at each job held, job experience evaluated with the background of job description, communication rating, rating of inter-personal relationships, rating of behaviours in a group, commitment of corporate goals, etc.

· Training and Development Module: Nature of training received at each level, individual’s evaluation of effectiveness of training, individual assessment of training needs vis-à-vis jobs currently being performed, etc.

· Training and Development Module: Nature of training received at each level, individuals evaluation of effectiveness of training, individual assessment of training needs vis-à-vis jobs currently being performed, etc.

· Miscellaneous Module: Record of compensation and benefits received, health status, information relating to personal problems which calls for the attention by the authorities, security needs, etc.

MIS is developed on the basis of personnel history records of each individual employee within the enterprise or company and is updated every year.

3.1.3 Types of Manpower Forecasts

Manpower forecasts could be categorised differently, depending on the purpose for which forecasts are made. Some of the major types of forecasts are briefly described here.

1)
Short-Term Forecasts

Short-term forecasts are usually made for a period not exceeding two years. Short-term manpower forecasts are made, primarily, to facilitate estimation of financial provision for wages/salaries in the programmes/projects initiated or likely to be initiated in the immediate future. Short-term manpower forecasts are also useful in resource allocation among competing programmes to be taken up for implementation in the not too distant future. Short-term forecasts are very useful at the micro-level or we can also say, company level, e.g., a chain hotel makes financial statement for its expenditures keeping in view both the ongoing projects and the projects in the pipeline. The financial provisions have to be made for both the expected and unexpected expenditures.

2)
Medium-Term Forecasts

For most countries medium term is about two to five years – the horizon for planning. Medium term forecasts are useful in those offices which are concerned with advising ministers or preparing contingency plans to meet the ‘twists and turns of economic circumstances or international events’.

3)
Long-Term Forecasts

Forecasts for a period more than five years are considered as long-term forecasts. How long a period beyond five years is involved in long-term planning will, however, vary from situation to situation. Long-term manpower forecasts are useful in educational planning, particularly relating to the highly skilled professional categories of manpower. They are also useful in the preparation of corporate plans incorporating productivity changes, technological changes and major organisational developments. 

4)
Policy Conditional Forecasts

Policy conditional manpower forecasts are those which are determined by the policy towards the factors which influence the demand for manpower. Such manpower forecasts may be based on a rule of thumb, or on professional judgement, or on an explicitly specified model or any combination of the three.

5)
Onlooker’s Forecasts

An onlooker’s manpower forecasts are those which are derived by assuming that the factors influencing manpower demand behave in the future as they did in the past. Like in the case of policy conditional forecasts, onlooker’s forecasts are also obtained with the help of a rule of thumb, or professional judgement, or an explicitly specified model, or any combination of the three.

6)
Optimising Forecasts

Optimising manpower forecasts are those which are obtained as solutions to an optimising model in which numbers demanded of various categories of manpower are so determined that either the end benefits are maximised, or cost of resources used in achieving a pre-determined end objective is minimised.
7)
Macro and Micro Forecasts

We are talking about micro and macro forecasts. It is important to make a distinction between these two other types of manpower forecasts, viz., macro and micro forecasts, primarily because of two reasons: First, the end purposes of the two types of forecasts are different. Second, the methodologies employed and data base used are different. It is, however, possible that micro forecasts, if properly planned, might ultimately lead to macro forecasts but not vice-versa. Detailed description of Macro and Micro Forecasts is as follows:

7A) Macro Forecasting
Macro forecasts are done usually at the national, industry/sector and region/state levels. They are primarily used in:

· planning education and training facilities,

· decision making for the choice of industries for development,

· choice of location, technology, and size of organisation among industries selected, and

· Determining order of priorities for creating and/or expanding economic and social infrastructure.
Manpower demand forecasting techniques used at the macro level in different countries may be summarised under five types:

1. Employers Opinion Method

2. Normative Method

3. Component Method

4. International Comparisons Method

5. Mediterranean Regional Project (MRP) Method

These five methods are discussed in brief, citing representative examples to illustrate the methods.

1)
Employers Opinion Method

Under this method employers are asked to give their assessment of future manpower needs in different categories in their respective establishments. Aggregating over all employers and making allowance for death, retirement, migration and occupational mobility, it is then possible to arrive at future manpower demand by skill category. This method has been used in a number of developed countries like the United States, United Kingdom, Canada, Sweden and France.

The method has been found to be particularly useful in the case of highly skilled professional category of manpower where the occupation-education correspondence has been observed to be almost unique. It has also been observed that the method has been very useful in making short-term manpower forecasts than medium-term and long-term forecasts.

However, the technique even as a means of making short-term manpower forecasts has been observed to be severely constrained. For instance, the technique assumes that employers are capable of making such forecasts. It might be true in the case of large corporate sector establishments with well-staffed personnel divisions. Likewise, the use of technique implies that manpower demand forecasts made by employers are linked to the production levels of their respective establishments. In an opinion survey, this is rarely done. Finally, even if the manpower forecasts are linked to production levels, employer’s expectations of production levels are never realised with the same degree of accuracy in an oligopolistic situation, because of stiff competition and market imperfections. In other words, where the market for goods and services are characterised by stiff competition, employer’s forecasts of manpower cannot be aggregated.

2)
Normative Method

Normative method uses norms for employing manpower to produce goods and services. The norms are usually expressed as ratios between manpower employed and the volume (or value) of goods and services produced. These ratios are based on either the existing situation or the desirable situation. Examples of the ratios are employment-output ratio, incremental employment-investment ratio, employment-fixed capital ratio, employment-value added ratio, medical doctor-population ratio, teacher-student ratio, nurse-medical doctor ratio, tourist guide-tourist ratio, and hotel staff-guest ratio, etc.

As an illustration of the method, using employment-output norm, as a first step, the norm is evolved for a base year. Next, output projection is obtained for the target year. Then, the base year employment-output norm is applied to the target year’s estimated output to obtain employment forecasts in the target year. This normative approach has two basic limitations: One is that the method assumes that the norms are stable over a period of time. This can be overcome, if it is also possible to predict changes in the norms as between the base year and target year. The other limitation is that it uses a uniform norm for all components of a production process or for all regions within country. This limitation can again be overcome by using different norms for different components or regions, which is the component method.
3)
Component Method

In the component method requirements of any category of manpower are further sub-divided into various components and then a separate norm appropriate to each component is used in 
arriving at a forecast of manpower requirements for each component. Forecasts for all the components are then aggregated to arrive at an estimate of future manpower requirements for the manpower category concerned.

For instance, in the case of medical doctors, instead of using an overall norm such as the doctor-population ratio, the requirements of doctors are sub-divided into four components:

· Doctors required in hospitals and other health centres maintained by the government,

· Doctors required as teachers in medical colleges,

· Doctors required in the hospitals and health centres in the private corporate sector,

· Doctors required as private practitioners.

In the case of first component, doctor-government health expenditure norm is used. Teacher-student ratio in medical colleges is used for the second component. Doctor-private corporate sector health expenditure norm (or any other norm prescribed by the concerned private corporate sector agency) is used in the case of the third component. In respect of the last component doctor-health expenditure (by the general public) norm is used.

A variant of the component method is to use different norms for different categories of manpower for producing the same set of goods/services such as engineer-output ratio, scientists-output ratio, technician-output ratio, tour managers-output ratio, and supporting manpower-output ratio. The component approach is thus basically the normative approach. The difference lies basically in using different norms for different components. However, the primary problem associated with the normative approach–that of obtaining reliable norms which are stable over a period of time–still remains.

4)
International Comparisons Method
International comparisons sometimes facilitate use of stable norms. An Italian study conducted in 1960 forecast sectoral distribution of workers in 1975 assuming that the Italian labour productivities in 1975 would match the levels reached in France in 1960. There is a 
considerable subjective evaluation of international experiences in using the international comparisons method which is not always easy to justify on objective considerations. This method has, therefore, been not very popular.
5)
MRP Method
The MRP Method is designed to forecast manpower requirements by educational categories so that the forecasts are rendered directly relevant to educational planning exercises. Primarily, there are five steps involved in forecasting manpower requirements by education. The first step is to arrive at the largest year projections of GDP – exogenously determined by an economic plan in the case of planned economies.

The second step involves the estimation of sectoral contributions to GDP in the target year by major sectors such as agriculture, manufacturing, transport and communication, trade and commerce, and services.

At the third step, sector specific average employment-output ratios are applied to sectoral composition of GDP in the target year to arrive at estimates of employment in the target year by sector. Sectoral forecasts of employment thus obtained for the target year are then distributed among a number of mutually exclusive occupational categories using either the base year or any desirable sector-occupation distributions.

At the final step, occupational structure of manpower forecasts relating to the target year are translated into educational structure by applying a standard measure of the level of formal education/training required to successfully perform the tasks specified under each occupational title. This procedure gives the net manpower needs – net of replacement needs. Allowances are then made for death, retirement, migration and occupational mobility to estimate the replacement needs by the target year. Net manpower needs and the replacement manpower needs by education will together then yield the total manpower needs by education. The forecasts thus obtained are conditional on the achievement of GDP in the target year.

MRP approach, though very comprehensive, suffers from three sets of limitations: First, forecasts are made separately in respects of GDP, employment-output ratio, occupational structure and educational structure. This implies they are all independent which is not realistic. Second, the method assumes that the occupational and educational structures used are stable over time, and that there are no substitutional possibilities between occupations and between different kinds of education/training. This is an unrealistic assumption, as it amounts to assuming that demand for manpower is independent of the supply. Third, MRP approach is fairly expensive, because it lays demand on a wide variety of data which are not always available in the published form. One may, therefore, be compelled to resort to primary data collection on many aspects.

7B) Micro Forecasting
Micro forecasts are made at the enterprise or department level. Micro manpower forecasts are needed primarily for planning recruitment, promotion, training and counselling in accordance with the plan for the development of enterprise or department concerned. Forecasts at this level are, therefore, required to be in greater details as well as precise. The micro forecasts are usually expressed in terms of numbers required for each occupation, source and stage of recruitment, and scheduling of training.
Micro manpower forecasting (i.e., manpower forecasting at the enterprises or company level) involves estimation of manpower needs for a specified or anticipated workload structure. There are essentially three steps involved in the process:

· Evolving manning norms based on an analysis of workload structure,

· Forecasting Workloads,

· Relating Workloads to manning norms.

1)
Evolving Manning Norms

It starts with taking a comprehensive view of the work of an organisation which is first divided into functions. The functions are then sub-divided into tasks and work groups associated with each task are then identified. In respect of each workgroup:

· the levels and number of positions at each level,

· the job descriptions of each positions by level, and

· performance of incumbents to each position by level vis-à-vis job expectations,

are analysed. Based on this analysis, number of levels and number of positions required at each level, skill gaps of incumbents to each position, and their education/training and experience requirements are worked out. The manning norms thus estimated for each workgroup are discussed with the employers and the employee unions to arrive at a set of desirable manning norms for the organisation as a whole relevant to the present workload pattern. Any changes in the workload pattern may result in a different set of manning norms for the organisation. Changes in workload pattern can come about either through technological change, or better manpower utilisation or both. Technological change could be labour saving resulting in a reduction in the number of levels and/or number of positions at each level ultimately leading to reduced manpower requirements. Alternatively, technological change could also be capital-saving which may end up in increased manpower requirements by level and position. In either case, technological change causes a change in the manning norms.

Better manpower utilisation is usually caused by better management, better organisation of work within each work group and among various work groups within the organisation, and better work-management cooperation. Better manpower utilisation normally results in improved labour productivity and hence a reduction in manpower requirements. Manpower forecasting process at the micro level, therefore, calls for a forecast and analysis of future workload patterns to arrive at appropriate manning norms.
2)
Forecasting Workloads

If ‘work’ consists of a single type of activity, then the total output is a measure of the amount of work. In areas such as provision of health care, workload often is a function of population. Population forecasts obtained by demographic techniques, in the provision of health care can be treated as workload forecasts. On the other hand, ‘work’ consists of a variety of tasks, the relative magnitudes of which vary with time, then one way is to predict workload of each task separately and aggregate the workloads of all tasks to arrive at a forecast of total workload. If the tasks are numerous then this procedure is very tedious. It is possible, however, that the numerous tasks are inter-correlated. Hence, it may be possible to reduce the dimensionality of the problem. In an extreme case, where all the tasks are perfectly correlated among themselves, it would suffice to take just one task or an average of all tasks for projection purposes. Where the tasks are all not perfectly correlated, it is still possible to reduce the dimensionality through the use of one of the two statistical techniques: Principal Component Analysis and Factor Analysis
Principal Component Analysis is a descriptive technique which finds linear transformation of numerous tasks into a smaller number of indices (Principal Components) such that:

· the indices are all uncorrelated among themselves, and

· all the indices together summarise the information contained among the numerous tasks.

Principal Components are then projected to arrive at forecasts of workloads.
Factor Analysis, the aim of which is similar to that of Principal Component Analysis, uses a sophisticated statistical model. Here, some small number of factors are identified which have the potential to explain the behaviour of the numerous tasks. Then predicting the behaviour of individual factors, it is possible to arrive at forecasts of workload under each tasks and hence the forecast of total workload.

The foregoing method assumed that the character of work in each task will not change significantly during the period of forecast, while technological change and/or manpower utilisation can change the character of work in any one or more tasks. It is possible to incorporate the effect of all the factors which affect the character of workload, it there is apriori information on the impact of each of the factors. An illustration, in this regard, based on the method outlined is in the Table 3.1 in the next page.

Table 3.1 Factor analysis table
	
	Factor Affecting 

Productivity
	Improvement in Productivity

in Three Years (%)
	Factor Giving Change in Manpower in Three Years 

1 – (Improvement/100)

	a)
	New organisation Structure
	6
	0.94

	b)
	Better equipment
	6
	0.95

	c)
	 New information          requirements
	– 8
	1.08

	d)
	Better manpower utilisation
	10
	0.90

	e)
	     Training
	8
	0.92




Combined total effect on productivity = 0.94 ( 0.95 ( 1.08 ( 0.90 ( 0.92


                    = 0.80

Thus the above five factors will reduce the workload by about 20 per cent for the same set of staff.

3)
Relating Workload to Manning Norms

If workload ‘W’ can be forecast by the methods discussed in the previous section, and productivity of workers ‘P’ – given as the ratio of workload to workers – can be estimated based on historical data and/or appriori information on factors affecting productivity, then 

manpower forecasts in terms of numbers required in future can be obtained as

number required in future =  w / p
3.2 Consensus Forecasting

Over the past five years, demand/supply planning processes for planning horizons in the intermediate range have been receiving increasing attention, especially as the information technology originally intended to facilitate this planning has achieved limited success. Cross functional coordination among groups such as sales, operations, and finance is needed to ensure the effectiveness of some of these planning processes and the forecasting that supports it. Such processes have been referred to in the managerial literature as sales and operations planning (S&OP) processes (Bower, 2005; Lapide, 2005).

3.2.1 Process Description

The primary initiative studied, although evolving, was fully operational at the time the research was undertaken. Data need to be collected through interviews conducted with leaders, analysts, and participants from all functional areas involved in the forecasting process, as well as with heads of other divisions affected by the process. The interviews are supplemented with extensive reviews of archival data including internal and external memos and presentations, and direct observation of two planning and forecasting meetings. The intent of the interviews need to understand the interviewees’ role in the forecasting process, their perception of the process, and to explore explicitly the unintentional biases due to blind spots as well as the political agendas of the different actors and functional areas. To assess the political elements of the forecasting process, we explicitly asked interviewees about their incentives and goals. We then triangulated their responses with answers from other actors and asked for explanations for observed behaviour during the forecasting meetings. When appropriate, we asked interviewees about their own and other parties’ sources of power, i.e., the commodity through which they obtained the ability to influence an outcome—e.g., formal authority, access to important information, external reputation (Checkland and Scholes,1990). Given the nature of the research, interviewees were not required to stay within the standard questions; interviewees perceived to be exploring fruitful avenues were permitted to continue in that direction. All interviews need to be recorded. Several participants were subsequently contacted and asked to elaborate on issues they had raised or to clarify comments. The data is summarized and feedback was solicited from the participants, who were asked to review their quotations, and the case, for accuracy. The analysis of the data was driven by three explicit goals: First, to understand the chronology of the implemented changes and the motivation behind those changes (this analysis led to the realization of mistrust across functional areas and the perceived biases that hampered the process). Second, to understand and to document the implemented forecasting process, the roles that different actor took within the process, and the agreed values and norms that regulated interactions within the forecasting group; and third, to assess how different elements of the process addressed or mitigated the individual or functional biases identified.

[image: image6.emf]
Figure 3.1 Consensus Forecasting Process
[Source: Watson (2005)]
Organizationally, management and ownership of the forecasting process fell to the newly created Demand Management Organization (DMO), which had responsibility for managing, synthesizing, challenging, and creating demand projections to pace organisation’s operations worldwide. The three analysts who comprised the group, which reported to the director of planning and fulfillment, were responsible not only for preparing statistical forecasts but also for supporting all the information and coordination requirements of the forecasting process.

3.2.2 Abating Informational and Procedural Blind Spots
Although functional goals and incentives can translate into intentional efforts to bias a forecast, other factors can affect forecasts in ways which managers might not be aware. Thus, we recognize unintentional, but systematic, sources of forecast error resulting from what we term blind spots, ignorance in specific areas which affect negatively an individual’s or group’s forecasts. Blind spots can be informational related to an absence of otherwise feasibly collected information on which a forecast should be based or procedural related to the algorithms and tasks used to generate forecasts given the information available. This typology is an analytic one, the types are not always empirically distinct. Some informational blind spots could result from naiveté in forecasting methodology (procedural blind spot) that does not allow the forecaster to use the available information. Yet, while the two types may intermingle in an empirical setting, they tend to derive from different conditions and require different countermeasures. 
We expect then that a forecasting process should try to manage the informational and procedural blind spots that may exist for the process. Some individual biases that have been shown to affect subjective forecasting include over-confidence, availability, anchor and adjustment, and optimism (Makridakis et al., 1998). Forecasters, even when provided with statistical forecasts as guides, have difficulty assigning less weight to their own forecasts (Lim and O'Connor, 1995). Cognitive information processing limitations and other biases related to the selection and use of information can also compromise the quality of plans. Gaeth and Shanteau (1984), for example, showed that irrelevant information aversely affected judgment, and Beach et al. (1986) showed that when the information provided is poor, forecasters might expend little effort to ensure that forecasts are accurate. Such individual biases can affect both the quality of the information collected and used to infer forecasts (informational blind spots), and the rules of inference themselves (procedural blind spots). Research suggests process features and processing capabilities that might potentially mitigate the effect of individual biases. For example, combining forecasts with other judgmental or statistical forecasts tends to improve forecast accuracy (Lawrence et al., 1986). Goodwin and Wright (1993) summarize the research and empirical evidence that supports six strategies for improving judgmental forecasts: using decomposition, improving forecasters’ 
technical knowledge, enhancing data presentation, mathematically correcting biases, providing feedback to forecasters to facilitate learning, and combining forecasts or using groups of forecasters. Group forecasting is thought to contribute two important benefits to judgmental forecasting: (1) broad participation in the forecasting process maximizes group diversity, which reduces political bias and the tendency to cling to outmoded assumptions, assumptions that can contribute to both procedural and informational blind spots (Voorhees, 2000), and (2) the varied people in groups enrich the contextual information available to the process, reducing informational blind spots and thereby improving the accuracy of forecasts (Edmundson et al., 1988; Sanders and Ritzman, 1992). Some researchers maintain that such variety is even useful for projecting the expected accuracy of forecasts (Gaur et al., 2007; Hammond and Raman, 1995). Group dynamics can, however, have unwanted effects on the time to achieve consensus, the quality of consensus (whether true agreement or acquiescence), and thus, the quality of the forecasts. Kahn and Mentzer (1994), who found that a team approach led to greater satisfaction with the forecasting process, also reported mixed results regarding the benefits of group forecasting. Dysfunctional group dynamics reflect group characteristics such as the participants’ personal dynamics, politics, information asymmetries, differing priorities, and varying information assimilation and processing capabilities. Group processes can vary in terms of the degree of interaction afforded participants and the structure of the rules for interaction. The most popular structured, non interacting, group forecasting approach is the Delphi method wherein a group’s successive individual forecasts elicits anonymous feedback in the form of summary statistics (Rowe and Wright, 2001). Structured interacting groups, those with rules governing interaction, have not been found to perform significantly worse than groups that use the Delphi method (Rowe and Wright, 1999). However, Ang and O’Connor (1991) found that modified consensus (in which an individual’s forecast was the basis for the group’s discussion) outperformed forecasts based on group mean, consensus, and Nominal Group Technique (Delphi with some interaction).
3.2.3 Consensus Forecast Meetings

The forecasting group met monthly to evaluate the three independent forecasts and the proposed consensus forecast. The intention was that all parties at the meeting would understand the assumptions that drove each forecast and agree to the consensus forecast based on their understanding of these assumptions and their implications. Discussion tended to focus on the nearest two quarters. In addition to some detail planning for new and existing products, the consensus forecast meetings were also a source of feedback on forecasting performance. In measuring performance, the DMO estimated the 13-week (the longest lead-time for a component in the supply chain) forecasting accuracy based on the formula that reflected the fractional forecast error (FA=1-|sales-forecast|/forecast).
Study describes how individuals and functional areas (whether intentionally or not) biased the organizational forecast and how the forecasting process implemented managed those biases in a supply chain setting that requires responsive planning. We define biases broadly here to include those occasioned by functional and individual incentives, and informational or procedural shortcomings. Our analysis reveals that the forecasting process, together with the supporting mechanisms of information exchange and elicitation of assumptions, is capable of managing the political conflict and the informational and procedural shortcomings that accrue to organizational differentiation. The creation of an independent group responsible for managing the forecasting process can stabilize the political dimension sufficiently to enable process improvement to be steered. The deployment of a new system, however, introduces entirely new dynamics in terms of influence over forecasts and active biases. The recognition that the system both needs to account, and is in part responsible, for partners’ biases introduces a level of design complexity not currently acknowledged in the literature or by practitioners.

The agreed upon final consensus forecast (FCF) was sent to the finance department for financial roll up. Forecasted revenues were compared with the company’s financial targets; if gaps were identified, an attempt was made to ensure that the sales department was not under-estimating market potential. If revisions made at this point did not result in satisfactory financial performance, the forecasting group would return to the business assumptions and, together with the marketing department, revise the pricing and promotion strategies to meet financial goals and analyst expectations. These gap-filling exercises, as they were called, usually occurred at the end of each quarter and could result in significant changes to forecasts.
[image: image7.emf]
Figure 3.2 Dual Relationship between Coordination System and Behavioural Dynamics
[ Source: Hughes (2001)]
The approved FCF was released and used to generate the master production schedule. Operations validation of the FCF was ongoing. The FCF was used to generate consistent and reliable production schedules for company’s contract manufacturers and distributors. Suppliers responded by improving the accuracy and opportunity of information flows regarding the status of the supply chain and their commitment to produce received orders. More reliable production schedules also prepared suppliers to meet future expected demand.

Consensus forecasting, together with the supporting elements of information exchange and assumption elicitation, can prove a sufficient mechanism for constructively managing the influence of both biases on forecasts while being adequately responsive to managing a fast-paced supply chain.  The creation of an independent group responsible for managing the consensus forecasting process, an approach that we distinguish from generating forecasts directly, provides an effective way of managing the political conflict and informational and procedural shortcomings occasioned by organizational differentiation.
3.3 GARCH  Methodology:

GARCH stands for Generalized Autoregressive Conditional Heteroscedasticity. Loosely speaking, we can think of heteroscedasticity as time-varying variance (i.e., volatility). Conditional implies a dependence on the observations of the immediate past, and autoregressive describes a feedback mechanism that incorporates past observations into the present. GARCH then is a mechanism that includes past variances in the explanation of future variances. More specifically, GARCH is a time-series technique that allows users to model the serial dependence of volatility. In this manual, whenever a time series is said to have GARCH effects, the series is heteroscedastic, i.e., its variances vary with time. If its variances remain constant with time, the series is homoscedastic.

GARCH modeling builds on advances in the understanding and modelling of volatility in the last decade. It takes into account excess kurtosis (i.e., fat tail behavior) and volatility clustering, two important characteristics of financial time series. It provides accurate forecasts of variances and covariances of asset returns through its ability to model time-varying conditional variances. As a consequence, we can apply GARCH models to such diverse fields as risk management, portfolio management and asset allocation, option pricing, foreign exchange, and the term structure of interest rates. We can find highly significant GARCH effects in equity markets, not only for individual stocks, but for stock portfolios and indices, and equity futures markets as well. These effects are important in such areas as value-at-risk (VaR) and other risk management applications that concern the efficient allocation of capital.

We can use GARCH models to examine the relationship between long and short-term interest rates. As the uncertainty for rates over various horizons changes through time, we can also apply GARCH models in the analysis of time-varying risk premiums. Foreign exchange markets, which couple highly persistent periods of volatility and tranquility with significant fat-tail behavior , are particularly well-suited for GARCH modeling.

3.3.1 Heteroskedasticity
The great workhorse of applied econometrics is the least squares model. The basic version of the model assumes that, the expected value of all error terms, in absolute value, is the same at any given point.  Thus, the expected value of any given error term, squared, is equal to the variance of all the error terms taken together. This assumption is called homoskedasticity. Conversely, data in which the expected value of the error terms is not equal, in which the error terms may reasonably be expected to be larger for some points or ranges iof the data than for others, is said to suffer from heteroskedasticity. 

                                                   [image: image8.emf]
               Figure3.3 Homoskedastic & Heteroskedastic view
               [Source: Datta(2007)]
It has long been recognized that heteroskedasticity can pose problems in ordinary least squares analysis. The standard warning is that in the presence of heteroskedasticity, the regression coefficients for an ordinary least squares regression are still unbiased, but the standard errors and confidence intervals estimated by conventional procedures will be too 
narrow, giving a false sense of precision.  However, the warnings about heteroskedasticity have usually been applied only to cross sectional models, not to time series models. For example, if one looked at the cross-section relationship between income and consumption in household data, one might expect to find that the consumption of low-income households is more closely tied to income than that of high-income households, because poor households are more likely to consume all of their income and to be liquidity-constrained.  In a cross-section regression of household consumption on income, the error terms seem likely to be systematically larger for high-income than for low-income households, and the assumption of homoskedasticity seems implausible. In contrast, if one looked at an aggregate time series consumption function, comparing national income to consumption, it seems more plausible to assume that the variance of the error terms doesn’t change much over time.


A recent development in estimation of standard errors, known as “robust standard errors,” has also reduced the concern over heteroskedasticity. If the sample size is large, then robust standard errors give quite a good estimate of standard errors even with heteroskedasticity. Even if the sample is small, the need for a heteroskedasticity correction that doesn’t affect the coefficients, but only narrows the standard errors somewhat, can be debated.  


However, sometimes the key issue is the variance of the error terms itself. This question often arises in financial applications where the dependent variable is the return on an asset or portfolio and the variance of the return represents the risk level of those returns. These are time series applications, but it is nonetheless likely that heteroskedasticity is an issue. Even a cursory look at financial data suggests that some time periods are riskier than others; that is, the expected value of error terms at some times is greater than at others. Moreover, these risky times are not scattered randomly across quarterly or annual data. Instead, there is a degree of autocorrelation in the riskiness of financial returns. ARCH and GARCH models, which stand for autoregressive conditional heteroskedasticity and generalized autoregressive conditional heterosjedasticity, have become widespread tools for dealing with  time series heteroskedastic models such as ARCH and GARCH. The goal of such models is to provide a volatility measure like a standard deviation that can be used in financial decisions concerning risk analysis, portfolio selection and derivative pricing.
3.3.2 GARCH Model

                             [image: image9.emf]
                          Figure3.4 Flowchart of the GARCH methodology.
                                                  [Source: Garcia(2005)]

The econometric challenge is to specify how the information is used to forecast the mean and variance of the return, conditional on the past information. While many specifications have been considered for the mean return and have been used in efforts to forecast future returns, rather simple specifications have proven surprisingly successful in predicting conditional variances.  The most widely used specification is the GARCH(1,1) model introduced by Bollerslev (1986) as a generalization of Engle(1982).  Thus the GARCH models are conditionally heteroskedastic but have a constant unconditional variance. Possibly the most important aspect of the ARCH/GARCH model is the recognition that volatility can be

estimated based on historical data and that a bad model can be detected directly using conventional econometric techniques.  A variety of statistical software packages like Eview  are available for implementing GARCH and ARCH approaches. 

Extensions and Modifications of GARCH : The GARCH(1,1) is the simplest and most robust of the family of volatility models.  However, the model can be extended and modified in many ways. The GARCH (1,1) model can be generalized to a GARCH(p,q) model; that is, a model with additional lag terms.  Such higher order models are often useful when a long span of data is used, like several decades of daily data or a year of hourly data.  With additional lags, such models allow both fast and slow decay of information.  A particular specification of the GARCH(2,2) by Engle and Lee(1999), sometimes called the component model, is a useful starting point to this approach. Another version of GARCH models takes an asymmetric view by estimating positive and negative returns separately. Typically, higher volatilities follow negative returns than positive returns of the same magnitude. Two models which take this asymmetric approach are the TARCH model threshhold ARCH attributed to Zakoian and Glosten Jaganathan and Runkle (1993), and the EGARCH model of Nelson (1991). It is also possible to incorporate exogenous variables into the GARCH equation Software packages like Eviews offer a variety of tests to check specifications of ARCH/GARCH models or to choose between models. The adaptive Fuzzy-GARCH model appears to be advantageous when trying to model the dynamics of high frequency time-varying volatility. Empirical evidence demonstrates that the financial market data that we used is nonlinear and time-variance. For these reasons, the study proposes a new method that we call the adaptive Fuzzy- GARCH model, a very nonlinear and highly complex approach.
3.4 Curve Fitting

Methods of Forecasting an unknown function

Approximating an unknown function with sample data is an important practical problem. In order to forecast an unknown function using a finite set of sample data, a function is constructed to fit sample data points. This process is called curve fitting. There are several methods of curve fitting. Interpolation is a special case of curve fitting where an exact fit of the existing data points is expected. In other forms of curve fitting, an approximate fit can be permitted. The term “regression” is used to include many different methods of curve fitting. Once a model is generated, acceptability of the model must be tested. There are several measures to test the goodness of a model. Sum of absolute difference, mean absolute error, mean absolute percentage error, sum of squares due to error (SSE), mean  squared error and root mean squared errors can be used to evaluate models. Minimizing the squares of vertical distance of the points in a curve (SSE) is one of the most widely used methods. Curve fitting technique is used in many application of data analysis. It is advantageous if the data is following some pattern with less randomness about the mean. Curve fitting is actually developing an implicit equation for determining one variable with respect one or more variables.  Polynomial curve fitting can be considered as Generalized Linear Least-Squares Regression.

In conventional regression, one has to decide on the approximation function (can be an n-degree polynomial, non-polynomial, or a combination of both) and try to find the coefficients of this selected function. Constructing an approximation function can be a difficult task. With the help of MATLAB we not only find best possible curve but also error from the target value very fast. It saves time and labour and with higher accuracy that would not have been possible with manual calculations
	Year
	1
	2
	3
	4

	January
	742
	741
	896
	951

	February
	697
	700
	793
	861

	March
	776
	774
	885
	938

	April
	898
	932
	1055
	1109

	May
	1030
	1099
	1204
	1274

	June
	1107
	1223
	1326
	1422

	July
	1165
	1290
	1303
	1486

	August
	1216
	1349
	1436
	1555

	September
	1208
	1341
	1473
	1604

	October
	1131
	1296
	1453
	1600

	November
	971
	1066
	1170
	1403

	December
	783
	901
	1023
	1209


Cannister,Inc., specializes in the manufacture of plastic containers. The data on the monthly demand of 10-ounce shampoo bottles for the past 4 years are as follows: 

Table3.2 Data on the monthly demand of shampoo
                [Source: Krajewski (2008)]
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                            Figure3.5 Curves for demand in January 
We have made a MATLAB programme (in Appendix).After executing the programme on command window we get desired points on the graph. Years have been shown in X-axis and demand in the month of January on Y-axis With the help of basic fitting we have developed three types of fits (Fig.3.5) and corresponding residuals are shown (Fig.3.6). 
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                                 Figure3.6 Residuals for demand in January
We have generated equations for each fit and it is clear that Cubic fit covers all the points with minimum residuals. MATLAB made the entire process easy which would have been difficult otherwise.
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                                     Figure3.7 Curves for demand in February 
We are using MALAB 7.4.0 (R2000a) for all Curve fitting operations. Curve Fitting Toolbox is a collection of graphical user interfaces (GUIs) and M-file functions that operate in the MATLAB technical computing environment. The toolbox supplements MATLAB with these main features:
· Data fitting using different models
· Data and fit statistics to assist you in analyzing your models
· The ability to save your work in various formats, includingworkspace variables, binary files, and automatically generated MATLAB code
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Linear: norm of residuals = 41.4427
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                                 Figure3.8 Residuals for demand in February
With the similar process we made the Graph of month of March. Cubic fit again gives better results with minimum residuals. 
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Figure3.9 Curves for demand in March 

The main advantages of polynomial fits include reasonable flexibility for data that is not too complicated, and they are linear, which means the fitting process is simple. The main disadvantage is that high-degree fits can become unstable. Additionally, polynomials of any degree can provide a good fit within the data range, but can diverge wildly outside that range. Therefore, one should exercise caution when extrapolating with polynomials.
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                     Figure3.10 Residuals for demand in March                   
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  Figure3.11 Curves for demand in April
In this process we need not to calculate deviation because it is clear from the figure of residuals
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Figure3.12 Residuals for demand in April
So with the Curve Fitting Tool, you can visually explore data and fits as scatter plots, graphically evaluate the goodness of fit using residuals and prediction bounds, and access graphical user interfaces (GUIs) for importing fitting data, and for plotting and analyzing fits to the
	
	Actual demand for 5th  year
	Forecasted Demand by

Linear Fit
	Forecasted Demand by Quadratic Fit
	Forecasted Demand by Cubic Fit

	January
	1030
	1030
	1100
	650

	February
	1032
	909
	990
	789

	March
	1126
	993
	1060
	762

	April
	1285
	1190
	1210
	936

	May
	1468
	1360
	1360
	1240

	June
	1637
	1530
	1510
	1520

	July
	1611
	1560
	1630
	2120

	August
	1608
	1670
	1650
	1780

	September
	1528
	1740
	1730
	1730

	October
	1420
	1760
	1740
	1740

	November
	1119
	1500
	1680
	1890

	December
	1013
	1500
	1680
	1890


Similarly we can draw graphs for remaining months using MATLAB. Forecasted demands for all months have been shown. Actual and Forecasted demand for 5th year by Linear, Quadratic and Cubic Fit is as follows
Table3.3 Forecasted demand for 5th year
3.4 Results:
For the month of January we have taken forecasted demand of 650 shampoo bottles and cubic fits showed minimum residuals. But this is far away from the actual demand which is 1030. Considering this we use forecasted value of 909 bottles as per result of linear fit which had given accurate result for previous month. But in this time accurate demand is 1032 which is not close to projected value 909 as per linear fit. Quadratic fit shows less deviation of forecasted value from actual for both the months. So we take values of quadratic fit for rest of 10 months to forecast demand.  We found out that there is need of continuous analysis of values specially in long term forecasting. However if we randomly take forecasted data of any of these three fit it is better than situation of no forecasting at all because residual values from the target has been analysed at the previous stage at which we have taken curves with less residuals.   
 Limitations:

1. This widely accepted view of the past might not be correct. Historians often interject their own beliefs and biases when they write about the past. Facts become distorted and altered over time. 
2. There will always be blind spots in forecasts. We cannot, for example, forecast completely new technologies for which there are no existing paradigms.

3. Providing forecasts to policy-makers will help them formulate social policy. The new social policy, in turn, will affect the future, thus changing the accuracy of the forecast.

4. It seems clear that no forecasting technique is appropriate for all situations. There is substantial evidence to demonstrate that combining individual forecasts produces gains in forecasting accuracy. There is also evidence that adding quantitative forecasts to qualitative forecasts reduces accuracy. Research has not yet revealed the conditions or methods for the optimal combinations of forecasts. 
5. There is no way to state what the future will be with complete certainty. Regardless of the methods that we use there will always be an element of uncertainty until the forecast horizon has come to pass.

CHAPTER 4: 

Case Study

The term case study has multiple meanings. It can be used to describe a unit of analysis (e.g. a case study of a particular organization) or to describe a research method. A case study is an empirical inquiry that investigates a contemporary phenomenon within its real-life context, especially when the boundaries between phenomenon and context are not clearly evident. It refers to the collection and presentation of detailed information about a particular participant or small group, frequently including the accounts of subjects themselves. A form of descriptive research, the case study looks intensely at an individual or small participant pool, drawing conclusions only about that participant or group and only in that specific context.
4.1 Delhi Metro
Delhi, the capital city of India, is one of the fastest growing cities in the world with a population of 13 million as reported in the Census of India Report for the year 2000. Until recently, it was perhaps the only city of its size in the world depending almost entirely on roads as the sole mode of mass transport. The total length of the road network in Delhi has increased from a mere 652 km in 1981 to 1122 km in 2001 and it is expected to grow to 1340 km in the year 2021. This increase in road length is not at par with the phenomenal growth in the number of vehicles on these roads in Delhi. The cumulative figure of registered private and government buses, the main means of public transport, is 41,872 in 1990 and it is expected to increase to 81,603 by the year 2011. The number of personal motor vehicles has increased from 5.4 lakhs in 1981 to 30 lakhs in 1998 and is projected to go up to 35 lakhs by 2011. With gradual horizontal expansion of the city, the average trip length of buses has gone up to 13 km and the increased congestion on roads has made the corresponding journey time of about one hour. Delhi has now become the fourth most polluted city in the world, with automobiles contributing more than two thirds of the total atmospheric pollution. In this context, the decision of the Government of India to develop a mass transport system for Delhi providing alternative modes of transport to the passengers was most appropriate. 

The first concrete step in the launching of an Integrated Multi Mode Mass Rapid Transport 
System (MRTS) for Delhi was taken when a feasibility study for developing a multi-modal MRTS system was commissioned by the Government of the National Capital Territory of Delhi (GNCTD) at the instance of the Government of India in 1989 and completed by Rail India Technical and Economic Services Limited in 1995 (RITES, 1995a, 1995b). The Delhi Metro (DM) planned in four phases is part of the MRTS. The work of Phase I and part of Phase II is now complete while that of phase III is in progress. The first phase of DM consists of 3 corridors divided in to eight sections with a total route of 65.1 kms, of which 13.17 kms has been planned as an underground corridor, 47.43 kms as elevated corridors and 4.5 kms as a grade rail corridor. The second phase covers 53.02 kilometers of which the underground portion, grade and elevated section are expected to be 8.93 kilometers, 1.85 kilometers and 42.24 kilometres respectively. The construction of the first phase of DM was spread over 10 years during 1995-96 to 2004-05 while that of the second phase, which started in 2005-2006 is expected to be complete by 2010-11. The total capital cost of DM at 2004 prices for Phase I and Phase II are estimated as Rs. 64,060 and Rs. 80,260 million, respectively. Phases III and IV of DM will cover most of the remaining parts of Delhi and even extend its services to some areas such as Noida and Gurgaon belonging to the neighbouring states of Delhi. Table  on the next page provides some of these details.
Table 4.1 Overview of the MRTS
	
	Phase I (1995-2005)
	Phase II (2005-2011)

	Distance
	65.10 Km
	53.02 Km

	Corridors
	1) Shahdara - Barwala(22)
	1) Vishwa Vidhyalaya – Jahangirpuri (6.36)

	
	2) Vishwa Vidhyalaya - Central Secretariat (11) 
	2) Central Secretariat – Qutab Minar (10.87)

	
	3) Barakhamba Road - Dwarka (22.8)
	3) Shahdara – Dilshad Garden (3.09)

	
	4) Barakhamba Road – Indraprastha (2.8)
	4) Indraprastha -  New Ashok Nagar (8.07)

	
	5) Extension into Dwarka Sub City (6.5)
	5) Yamuna Bank – Anand Vihar ISBT (6.16)

	
	
	6) Kirti Nagar – Mundka (18.47)

	Investment
	Rs 6404 crores (2004 prices)
	Rs 8026 crores (2004 prices)

	
	
	

	
	              Phase III
	             Phase IV

	Distance
	62.2 Km
	

	Corridors 
	1) Rangpuri to Shahabad Mohammadpur
	1) Jahangirpuri to Sagarpur West

	
	2) Barwala to Bawana
	2) Narela to Najafgarh

	
	3) Jahangirpuri to Okhla Industrial Area Phase I
	3) Andheria Mod to Gurgaon

	
	4) Shahabad Mohammadpur to Najafgarh
	


  [Source: RITES (2005a)]  

Forecasted results of Daily Passenger Trips and Estimates of Financial Flows of Revenue Earned are shown below:
 Table 4.2 Estimates of Daily Passenger Trips by Metro (in lakhs)
	Year
	Daily Passenger trips

	2002
	12.63

	2003
	20.15

	2004
	23.86

	2005
	31.85

	2006
	33.17

	2007
	34.55

	2008
	35.97

	2009
	37.46

	2010
	39.01

	2011
	40.63

	2012
	41.81

	2013
	43.03

	2014
	44.29

	2015
	45.58

	2016
	46.91

	2017
	48.28

	2018
	49.69

	2019
	51.14

	2020
	52.63

	2021
	54.17


   [Source: RITES (1995b, 2005b)]
Taking data from year 2006-2010 into consideration we forecast data for next 3 years using curve fitting technique by MATLAB. Following are the results obtained using different fits:

Table 4.3 Forecasted Passenger Trips using different Fits
	
	Forecasted Passenger Trips by Linear Fit
	Forecasted Passenger Trips by Quadratic Fit 
	Forecasted Passenger Trips by Cubic Fit

	2011
	40.4
	40.6
	40.6

	2012
	41.9
	42.3
	42.4

	2013
	43.3
	44
	44.2
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Figure 4.1 Fits for Passenger Trips
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Figure 4.2 Residuals for Passenger Trips

In this case any fit can be used for forecasting because Graphs of different fits are almost overlapping. We can avoid linear fit as it is giving maximum residuals.
Table 4.4: Estimates of Operation and Maintenance (O&M) Expenditures Phases I and II) During by DM 

(Rs. Millions)


	Year
	O&M
	Year
	O&M
	Year
	O&M

	2005
	3123
	2017
	10484
	2029
	20149

	2006
	3253
	2018
	10981
	2030
	21255

	2007
	3387
	2019
	11507
	2031
	24628

	2008
	3527
	2020
	12127
	2032
	26042

	2009
	3674
	2021
	13763
	2033
	27562

	2010
	7822
	2022
	14374
	2034
	29198

	2011
	8006
	2023
	15032
	2035
	30958

	2012
	8366
	2024
	15738
	2036
	32852

	2013
	8745
	2025
	16498
	2037
	34891

	2014
	9145
	2026
	17316
	2038
	37086

	2015
	9568
	2027
	18195
	2039
	39449

	2016
	10013
	2028
	19141
	2040
	41993


 [Source: RITES (1995a, 2005b)]
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Figure 4.3 Fits for Operation and Maintenance (O&M) Expenditures
Taking data from year 2005-2010 into consideration we forecast data for next 3 years using curve fitting technique by MATLAB. 

Table 4.5 Forecasted Operation and Maintenance (O&M) Expenditures by different fits
	
	Forecasted Expenditures by Linear Fit
	Forecasted Expenditures by Quadratic Fit 
	Forecasted Expenditures by Cubic Fit

	2011
	6620
	9980
	14600

	2012
	7330
	13600
	26200

	2013
	8040
	17900
	43500
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Figure 4.4 Residuals for O&M Expenditures
From the Table 4.4 we can see that there is sudden jump in O&M from year 2009 (Rs 3674 million) to 2010 (Rs 7822 million). There might be cause of DMRC policy and common wealth Games to provide good transport system. This type of increase is unlikely to happen every year so we go for Quadratic fit rather than Cubic fit for better forecast though latter gives minimum residuals.

Following table shows Estimates of Financial Flows of Revenue Earned by DM (Rs.Millions)

Table 4.6: Estimates of Revenue Earned by DM (Phases I and II)
	Year
	Revenue
	Year
	Revenue
	Year
	Revenue

	2005
	15052
	2018
	67722
	2031
	128687

	2006
	17152
	2019
	74284
	2032
	133307

	2007
	19407
	2020
	82860
	2033
	134177

	2008
	21826
	2021
	92342
	2034
	139477

	2009
	24421
	2022
	99126
	2035
	140477

	2010
	33762
	2023
	106242
	2036
	146547

	2011
	37112
	2024
	115557
	2037
	147687

	2012
	41057
	2025
	116067
	2038
	154657

	2013
	44511
	2026
	119127
	2039
	155947

	2014
	50847
	2027
	119717
	2040
	163947

	2015
	49633
	2028
	123227
	2041
	165437

	2016
	5627
	2029
	123897
	
	

	2017
	62209
	2030
	127927
	
	


   Source: Murty (2006)
Taking data from year 2006-2010 into consideration we forecast data for next 3 years using curve fitting technique by MATLAB. Following are the results obtained using different fits:

Table 4.7 Forecasted Financial Flows of Revenue using different Fits
	
	Forecasted Flow of Revenue by Linear Fit
	Forecasted Flow of Revenue by Quadratic Fit 
	Forecasted Flow of Revenue by Cubic Fit

	2011
	34800
	42000
	51200

	2012
	38600
	53000
	80600

	2013
	42400
	66000
	125000
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Figure 4.5 Fits for Financial Flows of Revenue
Again taking consideration of increase in Revenue in 2010, there might be cause of DMRC policy and commonwealth Games to provide good transport system. This type of increase is unlikely to happen every year so we go for Quadratic fit rather than Cubic fit for better forecast though latter gives minimum residuals (Figure 4.6)
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Figure 4.6 Residuals for Financial Flows of Revenue
4.2 DM Collaboration and forecasting
L&T team bags tunnel deal from Delhi Metro 
Engineering and Construction Company Larsen & Toubro Ltd, in association with Shanghai Urban Construction (Group) Corporation, has secured a design-and build contract valued at Rs 275 crore from Delhi Metro Railway Corporation Ltd (DMRC).

Underground Twin-Tunnel 
The contract is for the con​struction of 2.4 km of under​ground twin-tunnel from the Indira Gandhi International Airport Station to Dwarka Sector-21 in the Airport Met​ro Express Line of Phase II in the DMRC Project.  "With its past experience in DMRC's Phase-I tunnelling projects and ongoing Phase-II projects, L&T would add value in successful comple​tion of the project, having vast experience in tunnelling projects in Shanghai." 

To be completed in 120 weeks (from Jan 2008), the project involves constructing 1.6 km of bored twin tunnel by using tunnel boring machines, and 0.8 km by the cut-and-cover method. Of the six underground packages already awarded by DMRC in the Central Secre​tariat, Qutub Minar Corridor of the Phase-II projects, L&T and L&T joint venture have so far bagged five contracts totalling Rs 925 crore. With the new order, the cumulative value of orders se​cured goes up to Rs 1,200 crore, an L&T release said. 
4.3 DMRC forecast for PUNE Metro

As per the final draft submitted to the PMC by the DMRC, which recommended the PCMC building-Swargate (16.589 km) and Vanaz-Ramwadi (14.925 km) routes, the state government was to approve the plan in June 2009, while the central government was to give its consent by August 2009. A tendering system was scheduled for October 2009 after which the actual work was to start and the city was to get the metro by May 30, 2014. 

"We had recommended the metro like the DMRC model where the state government will partner the central government, set up a special purpose vehicle (SPV) for implementation and for subsequent operation and maintenance. The project cost was estimated at about Rs 6,000 crore (June 2009 prices) and the completion cost at about Rs 8,000 crore with a completion period of five years," said E Sreedharan, the DMRC’s managing director in a letter to Professionals’ Party of India (PPI) query on June 1, 2010. 

"A metro project of this type cannot be accomplished by the efforts of the municipal corporation alone. The state government has to take the lead and the responsibility for such a major investment. We requested the chief minister to take the lead. Because of the differences of opinion between the PMC and the PCMC, I find that the state government is also not able to make up its mind on the size and configuration," Sreedharan wrote. 
"Every time there is an effort to improve the city’s public transport, people come up with many issues. The main issue remains unsolved. It is high time the state government intervenes and ensures that the metro project is executed immediately," said Major General (retd) S C N Jatar, president of city-based Nagrik Chetana Manch in a letter to chief minister. Vijay Kumbhar of Surajya Sangharsh Samiti said, "As per the Indian Tramways Act, 1986 section (5), the consent of the local or road-authority is not necessary in certain cases. If the PMC and PCMC are not speeding up the metro project, the state government should move. As the project gets delayed the cost will multiply and citizens will have to pay for it." 
 
[image: image24.emf]
                                Fig 4.7 Population projections of different areas of Study Area
                                  [Source: RITES (2009)]
A growth rate varying from 5 % in 2001 to 1 % in 2031 has been used for PMC and similarly a growth rate varying from 9 % in 2001 to 1 % in 2031 has been adopted for PCMC. The aggregate population of PMC in the year 2031 was limited to the PMC forecast of 56.57 lakh as per the City Development Plan 2006-2012. The population of the cantonments was considered to remain. constant, keeping in view the steady decline in the past decades. The forecasts were made in terms of gross population of PMC, PCMC and Cantonments separately. The aggregate forecasts thus obtained were apportioned to individual zones as per their observed incremental growth. The proposed residential development in Hinjewadi area in PCMC has been appropriately considered in estimating the population of the zones containing the area. 
                                            Table 4.8 Employment in Study Area

	Year
	Employment

	2001
	1207040

	2006
	1522845

	2011
	1846476

	2016
	2161567

	2021
	2404298

	2026
	2571595

	2031
	2709490



[Source: RITES (2009)]
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Fig 4.8 Employment Projections for Study Area
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Figure 4.9 Fits for Employment
Table 4.9 Forecasted Employment using different fits
	
	Employment Projection by Linear Fit
	Employment Projection by Quadratic Fit
	Employment Projection by Cubic Fit

	2036
	3080000
	2820000
	2720000

	2041
	3340000
	2890000
	2630000

	2046
	3600000
	2900000
	2400000
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Figure 4.10 Residuals for Employment
With similar procedure we forecast Employment from Figure 4.10 we find cubic fit is giving minimum residuals. But this leads to negative trend in Employment in year 2041 and 2046.

So Quadratic fit will be the most appropriate here for long term forecasting.

The aggregate employment data of study area was obtained by assuming worker participation rates of 32%. The adoption of 32 % was justified by both Census 2001 and City Development plan. The aggregate forecasts thus obtained were distributed amongst the individual zones as per their present employment levels. Modifications have been done in view of the recent IT developments as the RITES study did not witness the IT boom in Pune.
So the growing demand for public transport in mega cities has serious effects on urban ecosystems, especially due to the increased atmospheric pollution and changes in land use patterns. An ecologically sustainable urban transport system could be obtained by an appropriate mix of alternative modes of transport resulting in the use of environmentally friendly fuels and land use patterns. The introduction of CNG in certain vehicles and switching of some portion of the transport demand to the metro rail have resulted in a significant reduction of atmospheric pollution in Delhi. The Delhi Metro provides multiple benefits: reduction in air pollution, time saving to passengers, reduction in accidents, reduction in traffic congestion and fuel savings. There are incremental benefits and costs to a number of economic agents: government, private transporters, passengers, general public and unskilled labour. The social cost-benefit analysis of Delhi Metro done in this paper tries to measure all these benefits and costs from Phase I and Phase II projects covering a total distance of 108 kms in Delhi. Estimates of the social benefits and costs of the project are obtained using the recently estimated shadow prices of investment, foreign exchange and unskilled labour as well as the social time preference rate for the Indian economy for a study commissioned by the Planning Commission, Government of India and done at the Institute of Economic Growth. The financial internal rate of return on investments in the Metro is estimated as 17 percent while the economic rate of return is 24 percent. Accounting for benefits from the reduction of urban air pollution due to the Metro has increased the economic rate of return by 1.4 percent.
CHAPTER 5

Conclusion 

1.  Individuals and functional areas, whether intentionally or not biased the organizational forecast and the forecasting process managed those biases in a supply chain setting that requires responsive planning.
2. Forecasting process, together with the supporting mechanisms of information exchange and elicitation of assumptions, is capable of managing the political conflict and the informational and procedural shortcomings that accrue to organizational differentiation.
3. Through consensus forecasting and formalized planning, we get a clear visibility to demand and supply picture that drives various supply chain decisions. The initial results demonstrate that the solution that was implemented is working towards inventory and customer service goals. Creation of an independent group responsible for managing the forecasting process can stabilize the political dimension sufficiently to enable process improvement to be steered.

4. Forecasting through unknown function using Curve Fitting is a good technique and use of MATLAB makes process easier and faster which saves time and money.
 Future Scope of Work

1. Several more experiments with rigorous controls must be performed before this result may be even considered to offer preliminary evidence that the GARCH type model proposed in this report may represent an advanced tool.
2. Combining forecasts provides us with a way to compensate for deficiencies in a forecasting technique. By selecting complementary methods, the shortcomings of one technique can be offset by the advantages of another. We can also use more than two techniques together for better result. 

3. GARCH approach can be extended and we can make programme to deal with volatility in different places of supply and demand in supply chain management. GARCH-FUZZY approach can be made to deal with volatility in different places of supply and demand in supply chain management. 
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                                                             APPENDIX A

                                             MATLAB Program

>> x=[ 1 2 3 4];                        % x-data

>> y=[776
774
885
938]                %y-data

y =

  776   774   885   938

>> plot(x,y,'o')

>> x=[ 1 2 3 4];                        % x-data

>> y=[898
932
1055
1109]           %y-data

y =

898         932        1055        1109

>> plot(x,y,'o')

>>  x=[ 1 2 3 4];                        % x-data

>> y=[1030
1099
1204
1274]        % y-data

y =

   1030        1099        1204        1274

>> plot(x,y,'o')

>> x=[ 1 2 3 4];                        % x-data

>> y=[1107
1223
1326
1422]

y =
 1107        1223        1326        1422

>>  plot(x,y,'o')

>> 

>> x=[ 1 2 3 4];                        % x-data

>> y=[1165
1290
1303
1486];

>>  plot(x,y,'o')

>> 

>> x=[ 1 2 3 4];                        % x-data

>> y=[1216
1349
1436
1555];

>> plot(x,y,'o')

>> x=[ 1 2 3 4];                        % x-data

>> y=[1208
1341
1473
1604]       

y =

 1208        1341        1473        1604

>> plot(x,y,'o')

>> x=[ 1 2 3 4];                        % x-data

>> y=[1131
1296
1453
1600]

y =

        1131        1296        1453        1600

>> plot(x,y,'o')

>>  x=[ 1 2 3 4];                        % x-data

>> 

>>  x=[ 1 2 3 4];                        % x-data

>> y=[971
1066
1170
1403];

>>  plot(x,y,'o')

>> 

>>  x=[ 1 2 3 4];                        % x-data

>> Y=[783
901
1023
1209];

>> plot(x,y,'o')
APPENDIX B

                                            GLOSSARY TERMS
Agile Manufacturing: A means of thriving in an environment of continuous change, by managing complex inter and intra-firm relationships through innovations in technology, information, and communication, organizational redesign and new marketing strategies. 

Benchmark: A fixed point of reference or a standard for comparison and used to achieve excellence within the manufacturing firm. An outstanding example, appropriate for use as a model. 

Continuous Improvement: A philosophy of frequent and small changes to production processes developed in Japan. The cumulative results lead to high levels of quality and efficiency. 

Enterprise Management: Enterprise Management is the planned, coordinated automation of IT functions across all the computing resources within an enterprise. 

ERP: Enterprise Resources Planning is an extension of the manufacturing resources planning concept standardized by APICS (American Production and Inventory Control Society). 

Forecasting: Seeks to predict levels of weekly or monthly product activity over a time horizon, typically two years. The statistical methods proven to make such predictions have been used by manufacturers and distributors since the advent of MRP II systems. More complex forms of forecasting also have become available to manufacturers and distributors of products. These systems use neural processing to determine and predict the effect cause, or event-driven; factors have on demand. Factors may include consumer-goods related data such as pricing policies, promotions, and competitor's pricing, as well as macroeconomic indicators such as gross domestic product or new housing starts within a given time period. 

Flexible Manufacturing System: (FMS) A manufacturing process designed so that the production line may be rebalanced often, rapidly matching output to changes in demand. 

Flexible Machine Centre: (FMC) Usually an automated system comprised of CNC machines with robots loading and unloading parts conveyed into and through the system. 

Fuzzy Logic: A method used to model linguistic expressions that have non binary truth values. It has been used with PID algorithms in process control, especially where process relationships are nonlinear. 

Internet: The information of tens of thousands of public and private networks throughout the world. The Internet's TCP/IP communications standards mean computers anywhere in the world-even though running different operating systems and applications-can communicate with one another. Hyper Text Markup Language (HTML) lets the computers display the accessed information in graphical pages. 

JIT: Just-in-Time is an approach to manufacturing that stresses the benefits inherent in a system, where material is brought to the work site only when it is needed. To achieve this goal, each operation must be synchronized with those subsequent to it. 

Kanban: The Japanese methodology for achieving JIT, often involving the use of kanbans, or cards, to indicate parts status. 

Lean Production: The system of organization production developed in japan that stresses quick tool changeover times, minimum parts and work-in-progress inventories, high levels of quality and continuous improvement. 

Mass Customization: A system of production stressing the production of small lots of customized goods as opposed to large volumes of standardized products. 

MRP: Materials Requirements Planning was the first phase in the development of MRP II. An MRP software module uses the bill of material, inventory data, and the master production schedule (MPS) to calculate requirements for materials. It makes recommendations to release replenishment orders (POs) for materials. Further, since it is time phased, it makes recommendations to reschedule open orders when due dates and need dates are not in phase. Time-phased MRP begins with the items listed on the MPS and determines: 1) the quantity of all components and materials required fabricating those items, and 2) the date that the components and materials are required. Time-phased MRP is accomplished by exploding the bill of material, adjusting for inventory quantities on hand or on order, and offsetting the net requirements by the appropriate lead times. 

MRP II: Manufacturing Resources Planning is a computerized method for planning the use of a company's resources, including scheduling raw materials, vendors, production equipment, and processes. System includes financials, manufacturing, and distribution management. 

Productivity: A measurement of output for a given amount of input(s). In this document, labour productivity (value added per employee) is used as the measure of productivity. Increases in productivity are considered critical to raising living standards. 

Supply-Chain Management: The use of information technology to endow automated intelligence to an ever-growing network of cash registers, delivery vehicles, distribution centres, factories, and raw material suppliers. 

Supply-Chain Optimization: Software that allows management to look at the relationships among the various elements of the supply-chain (manufacturing plants, distribution centres, points of sale, as well as raw materials, relationships among product families, and other factors) to synchronize supply chains at a strategic level. 

Total Quality Management: A holistic approach to quality control that stresses the building of manufacturing processes that force their users to confront quality problems, rather than passing them on. 


