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ABSTRACT

Sensor networks have been identified as one ofrtbst important
technologies of the 21st century. Advances in oaglectro-mechanical
systems (MEMS), electronics and wireless commuiticat have enabled
the development of low-cost, low-power, multifulectal sensor nodes that
are small in size and have capabilities of sensidgta processing,
communication, storage etc. A sensor network is pmsed of a large
number of such nodes densely deployed in a regiondnitor a particular
phenomenon. Sensor network is a fresh researchvatieaapplications in
military, environment monitoring, disaster managemetc. Sensors are
used to measure and/or monitor parameters thatvagy with place and
time which prompts the need for the Dynamic Semstwork (DSN). Self-
Organized Sensor Network (SOSN) is a kind of DSHNictv can achieve the
necessary organizational structures without reggiiiuman intervention in
order to sense the time varying spatial signatieffitly. In this project we
address one of the fundamental problems of SOSNelyaCoverage, which
reflects how well a sensor network is monitoredracked by sensors. We
divide this sensor coverage problem as sensor vi@elot and sensor
relocation. We propose a partial distributed aliponi for sensor
deployment, which assures movement of redundansosento cover

multiple events.
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Chapter 1

Introduction

1.1 Prologue

A wireless sensor network (WSN) is a wireless nekwamnsisting of
spatially distributed autonomous devices using a®nso cooperatively
monitor physical or environmental conditions, sashtemperature, sound,
vibration, pressure, motion or pollutants, at ddf@ locations. The
development of wireless sensor networks was ofliginanotivated by
military applications such as battlefield surveite. However, wireless
sensor networks are now used in many civilian appbn areas, including
environment and habitat monitoring, healthcare iappbns, home

automation, and traffic control.

Sensor networks are inherently different from stadd
communication networks because their aim is to o phenomena over
space and time, and not just send data from one tmdnother i.e. the

underlying communication infrastructure is used dohieve a larger



objective of spatio-temporal sampling and the sgbset detection and

classification of events of interest.

Presently, sensor networks are mostly used to gamseomena and
therefore act as information sources only. Somelitions may require that
a related action be performed on the occurrenceedfin events; such as
mobilizing swarm or robots in case a target is detk or activating water
sprinklers in case of a fire. In such cases iteiguired that the actuation
needed in response to events should be automgatgellerated without any
human intervention. Moreover, it is desirable tiat network design should
be as distributed as possible for it to be fasngcand fault tolerant at the
same time. The work presented in this report is sueh effort towards
assisting the design of an autonomous sensor-actuetiwork.

1.2 Scope and Obijective of the Project

The scope of the current project was to assistgdas) a self organizing
Sensor-Network that uses mobile sensor nodes. Eveverage can be
maximized by moving redundant sensors without legvany region
unsensed.

The main objectives of the project were to devedopleployment
algorithm for initial coverage and a frame work fegnsor relocation to

cover multiple events.



1.3 Sensor Networks

Recent advances in computer technology have magestible to
develop computers the size of a coin that are niyt capable of performing
complex tasks but also come shipped with an onebo@dio for
communication and support a host of sensors foritowmy various
phenomena. Sensor nodes are capable of sensingtymasyof information
from the environment, including temperature; lighmimidity; radiation; the
presence or nature of biological organisms; geokigfeatures; seismic
vibrations; specific types of computer data; andef®]. Very small in size,
these nodes have embedded processing ability amdhaze multiple on-
board sensors operating in the acoustic, seismiigred (IR) and magnetic
modes, as well as imagers and micro-radars. Afdmward are storage,
wireless links to neighboring nodes, and locatiod @osition knowledge
through the global positioning system (GPS) or ligeesitioning algorithms
[12]. The sensor nodes are therefore capable diegay, processing,
storing and communicating information to other ro@dad to the outside

world.

A wireless sensor network is composed of a largabar of such
sensor nodes, deployed densely either inside aopmemon or very close to

it. It represents a significant improvement ovex titaditional sensors.
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Figure 1.1: The Components of a Sensor Node

Compared to the use of a few expensive (but higklyurate) sensors, the
strategy of deploying a large number of inexpensesors has significant
advantages, at smaller or comparable total systen much higher spatial
resolution; higher robustness against failuresutnodistributed operation;
uniform coverage; small obtrusiveness; ease ofoyemnt; reduced energy
consumption; and, consequently, increased sysfetinmle. The position of
sensor nodes need not be engineered or predeterniihis allows random
deployment in inaccessible terrains or disastéefreperations. These could
involve: in the air, under water, on bodies, iniet#s, and inside buildings.
On the other hand, this also means that sensororetprotocols and
algorithms must possess self-organizing capalsliti&elf-organization
means that the system can achieve the necessagizatjonal structures
without requiring human intervention, i.e., the smnnetwork should be able
to carry out functional operations through cooperatamong individual

nodes rather than set up and operated by humaatoper



Another unigue feature of sensor networks is trapeaative effort of
sensor nodes in gathering the data. Sensor noddgtad with an onboard
processor. They are usually battery based, withdorenergy resources and
capabilities; and it is difficult or unpractical techarge each node. Instead
of sending the raw data to the nodes responsiblhéofusion, they use their
processing abilities to locally carry out simplemputations and transmit

only the required and partially processed data.

1.3.1 Features

Limited Energy Resources

As with any embedded system, sensor nodes alsdHaahallenge of
reducing energy consumption, as much as possiblemaximize its
operational lifetime. A traditional hand held, can®er electronic class,
embedded system has the provision of recharginghewes its batteries
drain out, but this luxury is not available to asa node. This is due to the
fact that most of the time a sensor node will bplaged in a remote area
where a battery change is either impossible orscoxire than the node
itself. Another factor that highlights the importanof judicious use of
energy resources is the fact that battery techyalsglf hasn’t advanced as
much as the computers in the last few decades.lthdse conditions it is
imperative that software written for sensor netwgodhould be energy

aware.



Limited computational resources

An important requirement for a sensor node is lownf factor [19].
This is essential because in a typical scenariataas or thousands of such
sensors need to be sprinkled over the target regidso, applications such
as health monitoring of animals or humans, reqthieesensor nodes to be
unobtrusive in the normal functioning of the indival. Micro-electro-
mechanical systems (MEMS) have made it possibleriog the size of
sensors and actuators down to the millimeter s&itailarly, advances in
VLSI technology have made button sized computeesabty. Such devices,
however, are designed with low cost in mind and aasresult the
computational resources, such as CPU speed and mnemelimited [18].
The amount of computational resources on a nodardetes the amount of
computation that can be performed in a given uhitime. This clearly
influences the design of algorithms and data sirest that run on these
nodes. This calls for collaborative data processimgong neighboring
nodes, putting pressure on the communications @hamhich also is at
premium. Thus, any software designed for a sensde should maintain a
neat balance between the amount of local and lolis&dl processing, taking
into amount the task deadlines and available coatjpmt and

communication resources.

Autonomous Operation

Deploying a sensor network in isolated environreeatuires that the
network be capable of self-configuring itself asgbals change, nodes add
or drop, or radio bandwidth changes. Self-configara is not only

13



necessary, but rather implicitly tied with the vedgfinition of sensor
networks. Almost any sensor network, deployed todaill have the
capability to automatically boot up and selectgtals. This also involves
nodes allocating the tasks among themselves arskguently relaying the
results to a base station. Any query generateasa station, automatically
routes to a region of interest, even as nodesnds Ifail. More capable
networks have the capability to self heal, i.e.lthganodes take up the
position / allotted tasks of the nodes that fail.

To summarize, some of the basic features of seretarorks are:
» Self-organizing capabilities
» Short-range broadcast communication and maftifiouting
» Dense deployment and cooperative effort of @enedes
* Frequently changing topology due to fading aade failures
» Limitations in energy, transmit power, memapd computing
power.
These characteristics [12] make sensor networkgerdift from other

wireless networks.

1.3.2 Opportunities
Growing Research and Commercial Interest

Research and commercial interest in the area @legs sensor networks are

currently growing exponentially, which is manifesia many ways:



* The number of Web pages (Google: 26,000 hitsémsor networks; 8000
for wireless sensor networks in August 2003)

* The increasing number of dedicated annual wogksheuch as IPSN
(information /processing in sensor networks); Sen®WSN (European
workshop on wireless sensor networks); SNPA (senstwork protocols
and sensor networks and applications)

» Conference sessions on sensor networks in thencomsations and mobile
computing communities (ISIT, ICC, Globecom, INFOCOMWTC,
MobiCom, MobiHoc)

» Research projects funded by NSF (apart from owg@rograms, a new
specific effort now focuses on sensors and senstwanks) and DARPA
through its SenslIT (sensor information technologdgEST (networked
embedded software technology), MSET (multisensqulagtation), UGS
(unattended ground sensors), NETEX (networking irxtreene
environments), ISP (integrated sensing and praogssand communicator
programs Special issues and sections in renown@&thgts are common,
e.g., in the IEEE Proceedings and signal procgssimmmunications, and
networking magazines. Commercial interest is rédlgédn investments by
established companies as well as start-ups that gineral and specific

hardware and software solutions.

» Compared to the use of a few expensive (butlyhigbcurate) sensors, the
strategy of deploying a large number of inexpenseesors has significant
advantages, at smaller or comparable total systesn much higher spatial
resolution; higher robustness against failuresutnodistributed operation;



uniform coverage; small obtrusiveness; ease ofoyemptnt; reduced energy
consumption; and, consequently, increased sysfeinrie. The main point
IS to position sensors close to the source of a patggroblem phenomenon,
where the acquired data are likely to have thetgstédenefit or impact.
Pure sensing in a fine-grained manner may revaliggothe way in which
complex physical systems are understood. The addibf actuators,
however, opens a completely new dimension by pgngitnanagement and
manipulation of the environment at a scale thatersff enormous
opportunities for almost every scientific disciginindeed, Business 2.0
(http://lwww.business2.com/) lists sensor robot®m@s of “six technologies
that will change the world,” and Technology Reviest MIT and
Globalfuture identify WSNs as one of the “10 emeggiechnologies that
will change the world” (http://www.globalfuture. @@mit-trends2003.htm).
The combination of sensor network technology withENWS and
nanotechnology will greatly reduce the size of tlseles and enhance the
capabilities of the network. The remainder of tbimpter lists and briefly
describes a number of applications for wirelesssemetworks, grouped
into different categories. However, because the bmrmof areas of
application is growing rapidly, every attempt atnling an exhaustive list
is bound to fail.

1.3.3 Performance Metrics

To discuss the issues in more detalil, it is necgstnexamine a list of

metrics that determine the performance of a semstwvork:



» Energy efficiency/system lifetime :The sensors are battery operated,
rendering energy a very scarce resource that neiswibely managed in
order to extend the lifetime of the network.

* Latency: Many sensor applications require delay-guaranteswice.
Protocols must ensure that sensed data will bgetelil to the user within a
certain delay. Prominent examples in this classetfvorks are certainly the
sensor-actuator networks.

* Accuracy: Obtaining accurate information is the primary objesx
accuracy can be improved through joint detectiod astimation. Rate
distortion theory is a possible tool to assess raogu

» Fault tolerance: Robustness to sensor and link failures must besaeti
through redundancy and collaborative processingcangmunication.

» Scalability: Because a sensor network may contain thousandsdafsn
scalability is a critical factor that guaranteeattthe network performance
does not significantly degrade as the network dj@ae node density)
increases.

» Transport capacity/throughput: Because most sensor data must be
delivered to a single base station or fusion certeritical area in the sensor
network exists, whose sensor nodes must relay #ia denerated by
virtually all nodes in the network. Thus, the traffoad at those critical
nodes is heavy, even when the average trafficisakew. Apparently, this
area has a paramount influence on system lifefpaeket end-to-end delay,
and scalability. Because of the interdependencensrgy consumption,
delay, and throughput, all these issues and medressightly coupled. Thus,
the design of a WSN necessarily consists of thelugsn of numerous

17



trade-offs, which also reflects in the network pomi stack, in which a
cross-layer approach is needed instead of thetitadi layer-by-layer

protocol design.

1.3.4 Energy Consumption

To model energy consumption, four basic differaates of a node can be
identified: transmission, reception, listening, asldeping. They consist of
the following tasks:

» Acquisition: Sensing, A/D conversion, preprocessing, and psrha
storing.

» Transmission: Processing for address determination, packetizatio
encoding, framing, and maybe queuing; supply fa blaseband and RF
circuitry. (The nonlinearity of the power amplifienust be taken into
account because the power consumption is mostyliket proportional to
the transmit power.)

* Reception: Low-noise amplifier, down converter oscillator]tdring,
detection, decoding, error detection, and addrbssk; reception even if a
node is not the intended receiver.

 Listening: Similar to reception except that the signal prem&s chain

stops at the detection.

1.3.5 Node Distribution and Mobility

Regular grids (square, triangle, hexagon) and umifo random
distributions are widely used analytically trace@abtodels. The latter can be
problematic because nodes can be arbitrarily clesaling to unrealistic

received power levels if the path attenuation siaged to be proportional to
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distance. Regular grids overlaid with Gaussianatems in the positions
may be more accurate. Generic mobility models f@N& are difficult to
define because they are highly application specf this issue must be

studied on a case-by-case basis.

1.3.6 Traffic

Often, simulation work is based on constant bi taaffic for convenience,
but this is most probably not the typical traffiags. Models for bursty
many-to-one traffic are needed, but they certaddpend strongly on the

application.

1.3.7 Connectivity

Network connectivity is an important issue becaiise crucial for most
applications that the network is not partitionetbimlisjoint parts. If the
nodes’ positions are modeled as a Poisson poimepsoin two dimensions
(which, for all practical purposes, correspondsatouniformly random
distribution), the problem of connectivity has bestadied using the tool of
continuum percolation theory. For large networkse phenomenon of a
sharp phase transition can be observed: the pidpathiat the network
percolates jumps abruptly from almost O to almosislsoon as the density
of the network is bigger than some critical valMest such results are based
on the geometric disk abstraction. It is conjedurthough, that other
connectivity functions lead to better connectivitg,, the disk is apparently
the hardest shape to connect. A practical conseguenthis conjecture is

that fading results in improved connectivity. Reocenrk also discusses the
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impact of interference. The simplifying assumptiorecessary to achieve

these results leave many open problems.

1.3.8 Quality of Service

Quality of service refers to the capability of atwerk to deliver data
reliably and timely. A high quantity of servicee.i. throughput or transport
capacity, is generally not sufficient to satisfy application’s delay
requirements. Consequently, the speed of propagafimformation may be
as crucial as the throughput. Accordingly, in additto network capacity,
an important issue in many WSNs is that of quabfy Service (QoS)
guarantees. Previous QoS-related work in wirelessarks mostly focused
on delay QoS, in a broader sense, consists ofitfle {R, Pe, D), where R
denotes throughput; Pe denotes reliability as mredshy, for example, bit

error probability or packet loss probability; andiBnotes delay.

1.3.9 Security

Depending on the application, security can becalitiThe network should
enable intrusion detection and tolerance as welohsst operation in the
case of failure because, often, the sensor nodesi@r protected against
physical mishandling or attacks. Eavesdropping,mamy, and listen-and-
retransmit attacks can hamper or prevent the aparatherefore, access

control, message integrity, and confidentiality trues guaranteed.
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1.3.10 Implementation

Companies such as Crossbow, Ember, Sensoria, alfehisli are building

small sensor nodes with wireless capabilities. Hmrea per-node cost of
$100 to $200 (not including sophisticated senswgrohibitive for large

networks. Nodes must become an order of magnithéaper in order to
render applications with a large number of noddsrddble. With the

current pace of progress in VLSI and MEMS techng|dbis is bound to

happen in the next few years. The fusion of MEMS8 alectronics onto a
single chip, however, still poses difficulties. Néturization will make

steady progress, except for two crucial compondhis: antenna and the
battery, where it will be very challenging to findnovative solutions.

Furthermore, the impact of the hardware on optinpnetocol design is

largely an open topic. The characteristics of tlemver amplifier, for

example, greatly influence the energy efficiencyaafting algorithms.

1.3.11 Other Issues

 Distributed signal processing: Most tasks require the combined effort of
multiple network nodes, which requires protocolst ghrovide coordination,
efficient local exchange of information, and, pbbsi hierarchical
operation.

» Synchronization and localization: The notion of time is critical.
Coordinated sensing and actuating in the physicaldvwequire a sense of
global time that must be paired with relative ors@hbte knowledge of

nodes’ locations.
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» Wireless reprogramming: A deployed WSN may need to be
reprogrammed or updated. So far, no networkingog$ are available to
carry out such a task reliably in a multi-hop netwd he main difficulty is
the acknowledgment of packets in such a joint rhdp/multicast

communication.

1.4 Applications

All these features ensure a wide range of apptinatifor sensor
networks. Though the number of areas of applicatsogrowing rapidly,

some of the key application areas are listed b§l@y

1.4.1 General Engineering

* Automotive telematics: Cars, which comprise a network of dozens of
sensors and actuators, are networked into a systegstems to improve the
safety and efficiency of traffic.

» Fingertip accelerometer virtual keyboards:These devices may replace
the conventional input devices for PCs and musitsdtuments.

* Sensing and maintenance in industrial plants:Complex industrial
robots are equipped with up to 200 sensors thauswally connected by
cables to a main computer. Because cables are E¥peand subject to wear
and tear caused by the robot’'s movement, companegeseplacing them by
wireless connections. By mounting small coils oe #ensor nodes, the
principle of induction is exploited to solve thewsr supply problem.

» Aircraft drag reduction: Engineers can achieve this by combining flow

sensors and blowing/sucking actuators mounted @mwihgs of an airplane.
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 Smart office spacesAreas are equipped with light, temperature, and
movement sensors, microphones for voice activaiod,pressure sensors in
chairs. Air flow and temperature can be regulateally for one room rather
than centrally.

» Tracking of goods in retail stores:Tagging facilitates the store and
warehouse management.

» Tracking of containers and boxes:Shipping companies are assisted in
keeping track of their goods, at least until theyven out of range of other
goods.

* Social studies: Equipping human beings with sensor nodes permits

interesting studies of human interaction and sdagalavior.

1.4.2 Agriculture and Environmental Monitoring

* Precision agriculture: Crop and livestock management and precise
control of fertilizer concentrations are possible.

* Planetary exploration: Exploration and surveillance in inhospitable
environments such as remote geographic regionexar bbocations can take
place.

» Geophysical monitoring: Seismic activity can be detected at a much finer
scale using a network of sensors equipped withl@wreeters.

* Monitoring of freshwater quality: The field of hydrochemistry has a
compelling need for sensor networks because ofahglex spatiotemporal
variability in hydrologic, chemical, and ecologicparameters and the

difficulty of labor-intensive sampling, particulgrin remote locations or

23



under adverse conditions. In addition, buoys altimg coast could alert
surfers, swimmers, and fishermen to dangerousdefdbacteria.

» Zebranet: The Zebranet project at Princeton aims at trackiing
movement of zebras in Africa.

» Disaster detection: Forest fire and floods can be detected early and
causes can be localized precisely by densely deg@lsgnsor networks.

* Remote exploration: Exploration and surveillance in inhospitable

environments such as remote geographic regiorexar locations.

1.4.3 Civil Engineering

» Monitoring of structures: Sensors will be placed in bridges to detect and
warn of structural weakness and in water reservtmrspot hazardous
materials. The reaction of tall buildings to winddaearthquakes can be
studied and material fatigue can be monitored tfose

» Urban planning: Urban planners will track groundwater patterns laow
much carbon dioxide cities are expelling, enabthgm to make better land-
use decisions.

» Disaster recovery:Buildings razed by an earthquake may be infiltrated
with sensor robots to locate signs of life.

* Habitat monitoring: Sensors are deployed to to measure humidity,
pressure, temperature, infrared radiation, totdrscadiation, and photo
synthetically active radiation (http:// www. greatftisland.net/).

» Contaminant transport: The assessment of exposure levels requires

high spatial and temporal sampling rates, whichlmaprovided by WSNs.
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1.4.4 Military Applications

» Asset monitoring and managementCommanders can monitor the status
and locations of troops, weapons, and supplies nipraove military
command, control, communications, and computing.

» Urban warfare: Sensors are deployed in buildings that have besarel
to prevent reoccupation; movements of friend amrddiee displayed in PDA-
like devices carried by soldiers. Snipers can balired by the collaborative
effort of multiple acoustic sensors.

* Protection: Sensitive objects such as atomic plants, bridgetsining
walls, oil and gas pipelines, communication towaramunition depots, and
military headquarters can be protected by intalliggensor fields able to
discriminate between different classes of intrudBrslogical and chemical
attacks can be detected early or even preventesd dBnsor network acting
as a warning system.

» Self-healing minefields:The self-healing minefield system is designed to
achieve an increased resistance to dismounted amohted breaching by
adding a novel dimension to the minefield. Thdé-Behling minefield is an
intelligent, dynamic obstacle that senses relgbesitions and responds to
an enemy'’s breaching attempt by physical reorgéiniza

» Surveillance and battle-space monitoring: Vibration and magnetic
sensors can report vehicle and personnel movenpsrtnitting close
surveillance of opposing forces.
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Figure 1.2: Sensor network used in military appicra[12].

A set of sensor nodes (black circles) are seldct@brk as data
aggregators; through them data are sent to thenaktiease station.
If an Internet connection is available, a qualibyy of the readings

can be sent through the Internet to the centrahcana.

1.4.5 Health Monitoring and Surgery

* Medical sensing:Physiological data such as body temperature, blood
pressure, and pulse are sensed and automaticatsntitted to a computer
or physician, where it can be used for health statonitoring and medical
exploration. Tiny sensors in the blood stream, pbspowered by a weak
external electromagnetic field, can continuoushalgre the blood and
prevent coagulation and thrombosis.

* Micro-surgery: A swarm of MEMS-based robots may collaborate to
perform microscopic and minimally invasive surgefe opportunities for

wireless sensor networks are ubiquitous. Howeveraber of formidable
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challenges must be solved before these excitindjcapipns may become

reality.

1.5 Motivation

The motivation for the present work comes from theeed to build an
autonomous system, using mobile nodes, for trackimg varying spatial
events/targets. A key feature of our approach bélithe focus on complete
sensing field coverage with the given nodes.

For detecting the events/targets, adaptive samphethod in both
space and time will be carried out in an energigiefit manner.

Another area where we shall like to optimize is tode movements
during sensor relocation while covering events wathltiple sensors, since

mobility costs contribute significantly to the tbpwer consumption.

1.6 Chapter Layout

The first chapter is introduction in which we stautr discussion by
looking, in detail, wireless sensor networks andlleimges and opportunities
in this field and provides the motivation behind firesent work.

Literature review is presented in chapter 2.

Chapter 3 surveys what self organization is, lemad can we apply the
principles of biological self organization to dasigensor networks.

Chapter 4concentrates on ‘Deployment phase’ of sensor nésvadtr

briefly explains distributed deployment algorithm
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Chapter 5 is about ‘Event detection and Relocagibase’of sensor
networks and explains the working of algorithms $ensor relocation that
we have used in this project. In this chapter, \8e aropose a frame work
for sensor relocation to cover the multiple events.

In chapter 6 we analyze the results and obsensation

We conclude the report in chapter 7 and also laakhat lies ahead.

28



Chapter 2

State of the Art

The current chapter discusses the state of art veifipect to the
problem addressed in this work. The discussion isded under the
categoriesof coverage, mobile nodes, multi sensor detectiod energy
efficiency. Many research efforts are being dirddtavards overcoming the
common issues that are peculiar to sensor netw8tch efforts are focused
equally in improving the hardware as well as ddsigrenergy efficient,

intelligent software.

Sensor networks are self sustaining systems cés\duht co-ordinate
amongst themselves autonomously but, their devetopis hindered by the
constraints of the devices used. Firstly, they @moeer constrained which
makes device failure inevitable and energy effitimommunication
essential. They also have limited computing powegyenting sophisticated
network protocols from being run, and limited bardtv which constraints
the amount of communication. Human interventiorkeéep the network up

and running, in such conditions, is at the leasédious job and mostly
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infeasible. It is for this reason that there ioatthued effort to make sensor

networks as autonomous as possible.

Recently, many efforts have been directed towardsbining
robotics with sensor networks for applications sashtarget tracking or
surveillance. Mobile nodes can be brought togethrerspread away to
increase the fidelity or area of coverage, respelsti making the sensor

network truly dynamic.

2.1 Coverage

The effectiveness of a distributed self organizingbile
wireless sensor network depends to a large extemmbeerage provided by
sensor deployment. [2] considers the fundamentablpm of a dynamic
sensor network, which is the coverage. Localizabbmobile sensors is a
challenging issue and it is solved by developingogel spatial addressing
scheme for locating mobile sensors relative tofigtld. [2] uses hexagonal
cell based mobile Ad Hoc network for localizatiomhich maximizes the

coverage with minimum overlapping.

Random placement of sensors may not satisfy thdogepnt
requirement due to the hostile deployment enviratmé&wo methods can
be used to enhance the coverage: incremental seteydoyment and
movement-assisted sensor deployment. In incremesetasor deployment
[4], nodes are deployed one by one, using the imtanformation of
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previously deployed nodes to deploy the current dimes algorithm is not
scalable and is computationally expensive. Mositaxg movement-assisted
sensor deployment protocols rely on the notion iaual force to move
existing sensors from an initial unbalanced state balanced state. Sensors
are involved in a sequence of computation (for av n@osition) and

movement.

In [16], a centralized virtual force based mobiensor deployment
algorithm (VFA) was proposed, which combines theaidf potential field
and disk packing. In VFA, there is a powerful ciarshead, which will
communicate with all the other sensors, collecsseposition information,
and calculate forces and desired position for esatsor. In [9], a robot
works in coordination with a sensor network. Thesee network assists the
robot in navigation and the robot deploys additiG@msors to maximize the
sensor coverage of the network. [6] applies themtdl field technique in a
centralized way. One powerful leader is used tautate the field and
generate the location for all other nodes. Thiomillgm assumes that the

environment is static and known before deployment.

In [11], a novel distributed self-deployment praibdor mobile
sensors was proposed. They used Voronoi diagra@jst¢lfind coverage
holes in the sensor network, and proposed threwitdgs, VEC (Vector-
based), VOR (Voronoi based), and Minimax, to gusgmsor movement
toward the coverage hole. When applied to randoddployed sensors,
these algorithms can provide high coverage withghart time and limited
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moving distance. If the initial distribution of thgensors is extremely
uneven, disconnection may occur, thus, the Vorguygon constructed
may not be accurate enough, which results in mareesiand larger moving
distance.

The algorithm proposed in [7] randomly partitionpase into
sufficiently small neighborhoods at each iteratioWithin each
neighborhood a redistribution process directed lojuater head is enacted.
But in our approach we divide the space into fikedagonal cells at starting
of the deployment algorithm which is different frdif] and the head node
of the cell will distribute the nodes to the neighhg void cells. The main
advantage of our algorithm when compared to [Th# we are not forming

the clusters at every iteration which has high mgssomplexity.

In [11] every node determines its final locatiom@ding to its initial
location and the event distribution; hence the amwtf each node can be
predicted by any other node. However, the appraarhi8] assume that the
initial distribution is uniform and depend on evesgnsor node predicting
the motion of other nodes, which may be expendieepredict the motion,
each node also needs to know the initial locatiballoother nodes and all
nodes need to know and agree on the locations lofewadnts. Such
information must be flooded across the whole nekw@ur approach makes
no assumptions on the initial distribution of thensor nodes and no
information flooding is needed. Also Voronoi appbaneeds a very high
computational resource which is not needed in dgorghm. [29] uses the

idea of ‘social potentials’ where the potentials éorobot are constructed

32



with respect to the other robots. The authors dasdreuristics to design
social potentials for achieving a variety of beloasi like clustering,

patrolling, etc. This method does not aim at mazing the coverage area .

2.2 Mobhile Nodes

Recently, many efforts have been directed towardsbining
robotics with sensor networks for applications sashtarget tracking or
surveillance. Mobile nodes can be brought togethrerspread away to
increase the fidelity or area of coverage, respelsti making the sensor
network truly dynamic. [1] discusses the use ofatadnule for increasing
the energy efficiency and coverage in under walermo cline detection.
By moving the nodes from regions with low or noiatt, to that with high
activity, one can utilize a node’s resources to fthikest. This also means
that fewer nodes are needed to achieve the samet &ff with a static

network.

2.3. Multi-Sensor Detection

Interest in multi-sensor detection and estimatias kBurfaced with
anticipated applications in multiple-target detectiand estimation using
multiple sensors, which may be geographically, elised thus providing
spatio-temporal samplingn classical multi-sensor detection and estimation,
it is assumed that all the local sensors commumittag sampled data to a

central processor that performs optimal detectiod @acking of targets
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based on conventional statistical techniques [28]distributed processing,
some preliminary processing of datasrcarried out at each senspmlnd
condensed information; is sent from each sensor to other sensors and
ultimately to the central processor which is ofk@mown as the fusion center
[27]. In the terminology of distributed sensor netks, we say that the

network has intelligence at each node.

S

N\~

Fusion Center

Figure 2.1: Multi-Sensor Detection: Parallel Togpto

The centralized scheme fares poorly in terms ofabddy, and in certain
scenarios, may be impractical too. For examplesase of non-overlapping
coverage areas, it is possible that an event isrebd by only some of the
sensors. In such cases, an optimum scheme would ftabe based on

decentralized processing of the observations atsdresors. Some of the
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advantages of distributed signal processing scheraes reduced

communicationbandwidth requirementncreased reliability, and reduced
cost. In addition, distributed system architectuay yield a better response
to rapid changes in background scenario. Unlike aietral processor in
centralized systems, the fusion center of a deakrgd system has only
partial information as communicated by the sensnss results in a loss of
performance in decentralized systems as compareertalized systems,
which can be reduced by optimal design of algorghm

Although the distributed scheme is highly scalasd quickly adapts
to changes, it requires sending the data to fusemters for arriving at a
decision. This means continued involvement offedl modes in the detection
process. This may lead to certain nodes (espediadyfusion centers) to be
depleted in resources, mostly energy, sooner thi@rsy compromising the
robustness of system. To alleviate this problenuireg dynamic election of

fusion centers, which results in an additional camimation cost.

In general, a distributed sensor network has toems$dthe issues of
choice of topology, ability to reconfigure the stiwre in the case of
sensor/link failures, existence of communicationween sensors and
feedback communication between the fusion center the sensors, and
robustness of signal processing algorithms. Ofghssues, the ability of a
network to re-configure itself is of paramount imgamce. Such Self-
Organizing networks can continue operating in viefnfrequent link and
node failures virtually unattended. A self-organgzinetwork, for example,

35



shall be able to automatically elect fusion centarsresponse to energy
consumption in certain nodes, or even due to rap&hges in the sensed

phenomena E.
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Fusion Center

Figure 2.2: Serial Topology

2 .4 Binary Detection

In Binary Detection Problem [27] the observatiortseach node
correspond to either presence)(&r absence ( of the phenomena E. This
Is also known as threshold probing. Here, we asdhatethe sensors do not
communicate with each other and that there is adlfack from the fusion

center to any sensor.
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Let r denote either a single observation that is aviglabsg or, in the case
of multiple observations, a sufficient statisti@atimight exist for the given
binary hypothesis testing problem. THeénsor node;,semploys a specific
mapping rule and passes the quantized informatida the fusion center.
Based on the received information the fusion cemteives at a global
decision favoring either (fEor (E). The application of a specific rule by a
sensor node may be or may not be done independeityher nodes. A
dependent decision may lead to serial or tree tgpe$ which are shown

below.

s,

v
Fusion Center

Figure 2.3: Tree Topology

In both serial and tree topologies the informatiam one sensor is
further processed by another sensor and the lastosereceives the
guantized information from all sensors to arrivetied global decision. A
disadvantage of such an approach vis-a-vis patalpglogy is the level of

indirection needed to arrive at the global decisMoreover in case of node
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failures, the closer a given node is to the fugsienter the greater the loss in
accuracy. Of all the three topologies consideramvapwe shall focus on the
parallel topology as it provides the best faultetahce. The choice of
decision rules is also a challenging task if thaistical information of the

sensed phenomena is not known. Such problemseqgedntly encountered

in spatio-temporal sampling of environmental pheana

2.5 Spatio-Temporal Sensing

Sensor Networks are characterized by the denseytapht of sensor
nodes that continuously observe physical phenonigna.to high density in
the network topology, sensor observations are higbirelated in the space
domain. Furthermore, the nature of the physicahphena constitutes the
temporal correlation between each consecutive vhgen of a sensor node.
These spatial and temporal correlations along wnéhcollaborative nature
of the sensor networks bring significant potentalvantages for the
development of efficient communication protocols iekth may provide
sensing capabilities in space and time that surgesdraditional sensing
approaches [1].

Sensor networks are event-based systems that metheocollective
effort of densely deployed sensor nodes which oaotisly observe
physical phenomenon. The main objective of a senstwork is to reliably
detect/estimate event features from the colleatWwermation provided by
sensor nodes. Therefore, the energy and hence sgingeconstraints of

small wireless sensor nodes are overcome by thlisctge sensing notion
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which is realized via their networked deploymenthiM/ the collaborative

nature of sensor nodes brings significant advastager traditional sensing
including greater accuracy, larger coverage anme@,extraction of localized

features; the spatio-temporal correlation amongst@sor observations is
another significant and unique characteristic @& sensor networks which
can be exploited to drastically enhance the overtdilvork performance.

The characteristics of the correlation in senstwagks can be summarized

as follows:

 Spatial correlation. Typical sensor network applications require spigtial
dense sensor deployment in order to achieve settsjacoverage. As a
result, multiple sensors record information abosingle event in the sensor
field. Due to high density in the network topologpatially proximal sensor
observations are highly correlated with the degreeorrelation increasing
with decreasing inter-node separation.
* Temporal correlation. Some of the applications such as event tracking
may require sensor nodes to periodically perfornseolation and
transmission of the sensed event features. Theenatuhe energy-radiating
physical phenomenon constitutes the temporal @airoal between each
consecutive observation of a sensor node. The daxfreorrelation between
consecutive sensor measurements may vary accotdintpe temporal
variation characteristics of the phenomenon.

In addition to the collaborative nature of sensmtworks, the
existence of above mentioned spatial and tempooatelations bring

significant potential advantages for the developmesf efficient
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communication protocols well-suited for the sensetworksparadigm. For
example, intuitively, due to the spatial correlaticdata from spatially
separated sensors is more useful to the basenstaam highly correlated
data from nodes in proximity. Therefore, it may betnecessary for every
sensor node to transmit its data to the base statistead, a smaller number
of sensor measurements might be adequate to rédporevent features
within a certain reliability level. Similarly, foa certain event tracking
application, the measurement reporting frequencyhach the sensor nodes
transmit their observations, can be adjusted shah temporal-correlated
phenomenon signal is captured at the fusion cevitein a certain distortion

level and with minimum energy-expenditure

2.6 Energy Efficiency

Sensor nodes comprise of a host of hardware modiu&tsinclude
processor, radio and various sensors [30]. The sxate powered by
batteries which can supply energy only for a limhifgeriod of time. Power
consumption limits the utility of sensor networkReplacing batteries every
week in building networks is a laborious task aedlacing them in a less
friendly environment may not be possible at all. féled node can
sometimes, severely hamper the functioning of téesar network, for
example a failed fusion center will have drastiosaguences than a failed
data collection node. It, therefore, makes sensgudiiously use the
available energy in delegating the tasks. Enerfjgieficy can be achieved
by designing low power consuming hardware devicethe first place and

40



developing energy efficient algorithms for furtheptimizing the power

usage.

2. 6.1 Power States

Most of the modern hardware devices, such as psocememory,
radio etc. allow a range of power states whereitrade off between

functionality and power consumption is achieved.

A power saving algorithm’s main task is to swittie tdevice to the
low power state when it is not in use and switdbaitk to active state when
the usage is required. An additional transitiontdesrequired to switch
between the states. The algorithm has to decide whéransition to lower
power state to optimize the energy usage. If taesition is done too soon,
the node pays high transition coftsquently and if it is done too latthe
node spends more time in high power state. The peasng at any node
will be affected by how each of the devices i.@cpssor, radio, sensors etc.
are used with respect to their available poweestatable 2.1 [1] looks at

typical current consumption in various componeiftsliza2 sensor node.
Note that there is a significant reduction in amtoof current drawn

by various devices in their low power states. Tsvides a strong case for

designing power aware applications and protocalsdosor networks.
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Figure 2.4: Typical Power States, with Running &rahsition Costs

2.6 .2 Radio Usage

As is clear from the above table, Radio commuricats the major
source of power consumption in a sensor node. At dammunication
distances typical in sensor networks, listeningifdormation on the radio
channel is of a cost similar to transmission ofad&o unnecessary radio
operation must be reduced to increase node lifstitmeaddition, the energy
cost for a node in idle mode is approximately tamea as in receive mode.
Therefore, protocols that assume receive and idleep are of little
consequence, are not efficient for sensor netwddts. listening, the time
spent listening while waiting to receive packetsaisignificant cost, so, to
reduce power consumption in radios, and the radistine turned off during

idle times.
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Mode Current || Mode Current

CPU Radio
Active S0mA || Rx 7.0 mA
Idle 32 mA || Tx(-20 dBm) [ 3.7 mA

ADC Noise Reduce 1L.OmA || Tx(-19 dBm) [ 5.2 mA

Power-down 103 pA || Tx(-15 dBm) | 5.4 mA
Power-save 110 pA || Tx({-8 dBm) 6.5 mA
Standby 216 pA || Tx(-5 dBm) 7.1 mA

Extended Standby 223 pA || Tx(0 dBm) 8.5 mA

Internal Oscillator 0.93 mA || Tx(+4 dBm) | 11.6 mA
LEDs 22 mA || Tx+6 dBm 13.8 mA
Sensor Board 0.7 mA || Tx48 dBm 174 mA
EEPROM ACCESS Tx+10 dBm | 21.5 mA
Read 6.2 mA
Read Time 565 us
Write 15.4 mA
Write Time 12.9 ms

Table 2.1: Power Model for Mica 2

Turning the radio off though may, because packesdimed for the
node to be missed. Many ad hoc network protocadsfasvarding agents,
the nodes that receive the packet on behalf okepsig node. When the
sleeping node wake up the forwarding agent trassting packets it received
for that node.

Radio transmissions costs can be saved by redubagwumber of
transmissions and/or using a multi-hop strategystMwotocols reduce the

number of transmissions to a sink (i.e. a fusiont&eor a base station) by
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aggregatingackets. A multi-hop strategy can also save consideratvielmt

of power, since in radio transmissions the powensamed varies
exponentially with respect to transmission distangedraw back of this
approach is the additional cost of processing thekgts at each of the

intermediatenodes.

2.7 Adaptive Sampling

As highlighted in previous sections, one of theesobf a sensor
network is to present an accurate picture of aipaiporal signal (or
phenomena). Since the events are non-uniformlyriliged in the
environment, individual sensor nodes should aleirtsampling rates to
match with that of phenomena. Such an approackases the sampling rate
in case the phenomena changes at a higher rategitting a more accurate
picture of the signal. By decreasing the samplisig when signal changes
slowly the nodes avoid over sampling which causeseased energy
consumption without significantly improving the wéis. [1] looks at
adaptive sampling as an alternative to fixed samgpdind presents a control
model for varying the sampling rate (Figure 2.5) .

| sensor nodes should alter their sampling ratenatch with that of

the phenomena.
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Figure 2.5: Control Loop for Adaptive Sampling wiitla node

In this chapter we had looked at work done in thkl fof deployment
and relocation of self organizing sensor netwdrknext chapter we surveys
what self organization is, and how can we applypheciples of biological

self organization to design sensor networks.
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Chapter 3

Self-Organization

3.1 Self-Organization in Sensor Networks

Self-organization means that the system can achiesenecessary
organizational structures without requiring exténngervention. In case of
sensor networks this becomes applicable in multi@gs. Sensor networks
are self sustaining systems of nodes that co-aeliaanongst themselves
autonomously but, their development is hinderedHsy constraints of the
devices used. Firstly, sensor nodes are (usublytery based, and it is
difficult or unpractical to recharge each node. sTliso makes energy
efficient communication essential. Nodes can did are also prone to
failure. This implies frequent topology change ewertase of a static (i.e.
nodes are fixed) network. Nodes also have limitesnmuting power,
preventing sophisticated network protocols fromngerun, and limited
bandwidth which constraints the amount of commuroca

Under these (and similar other) constraints, senstworks face a
host of tasks in providing an end to end applicatidhese include:
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*Dynamic networking: As discussed before, the nodes are randomly
deployed densely and rapidly in inaccessible testaior example in
their thousands from an aircraft. As a result, thegyd to set up a
network dynamically, in an ad-hoc manner that wobé&l flexible
enough to respond to frequent topological chanfiesse changes are
the result of potential sensor failures, node nikybdr additions that
should prompt the network to re-organize itself, dwal with the
respective loss or gain of a system resource.

*Self-calibration: The nodes need to calibrate themselves
automatically and adapt to the changes in theirirenment
independently. Manual operation of the network doble made
difficult by the weather or location, so unattendedlependent
operation is imperative. The devices need to divideong
themselves, the task of monitoring, while adaptmghe resources at
their disposal.

*Peer to peer communication The nodes need to be able to talk
among themselves, to develop a multi-dimensionawviof the
sensing environment. A centralized approach wowltdpmovide the
vast scalability expected from a sensor networnks ttistributed and
localized algorithm is needed, where informatiorpéssed between
sensors in the same vicinity. The data can thewodmepressed and
aggregated to give an accurate global representatio

» Mobility : Since sensor nodes have limited sensing rangg,rteed

to be located at the regions where spatial actiistyof particular
interest in order to optimally fulfill their purpes Such mobility or
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self-organization is dependent on local informati@et of rules,
internode communication, and coordination amongesdn achieve

the overall system goals.

Implementing sensor networks involve methods tlatvathe nodes
to make decisions based on their local environraadttheir own individual
state that would result in the global purpose ef tietwork being fulfilled.
With this respect we define self-organization as

“ ... a process in which pattern at the globakleemerges solely
from numerous interactions among the lower-levehgonents of the
system. Moreover, the rules specifying interacticammong the
system’s components are executed using only loefdrmation

without reference to the global pattern. ”

The pattern, as such, is an emergent property efsytstem, rather
than a property imposed on the system by an extemdaring influence
[20]. In this regard, a distributed system is nae#f-organizing system, in
true sense. This is because the local processingdss is done keeping in
view the overall goal of multi-sensor detection][2&. a node sensing some
phenomena is aware and hence needs to communiithtanether node or
a fusion centre in order for the system to arrive global decision. Note
that, a distributed system arrives at a globalgeci(or pattern) where as in
a self-organizing system the pattern emerges. Al nodes that interact
with each other are, supposedly, not aware of tbiestlt view of the

48



problem, as they are generally concerned aboutepsitg the local
information as efficiently as possible and interagtwith each other mostly
without any restrictions (imposed order) .
This definition of self-organization can be lisietb a set of features:
* The system is composed of units that indiviguadspond to local
information, based on predefined rules.
* These units collaborate and communicate talditihe task among
them.
* The system, as a whole, achieves the goals efficeently.

The rules that define local information processiiegisions and inter-
node communication are also very simple and thergané pattern itself
cannot be merely expressed as a sum total of lotelactions. The
emergent pattern can be viewed as the overallamn goal, which in our
case is spatio-temporal sensing, energy efficiaray distributed actuation.
To fully appreciate the role self-organization gaay in achieving our goal
we look at self-organization in biological and factal systems and discuss

how knowledge from these realms can be reusechsos@etworks.

To summarize, implementing sensor networks involmeshods that
allow the nodes to cooperatively make decisionsedasn their local
environment, their own individual state and prededi rules, and their
mutual communication that would result in the glolparpose of the
network being fulfilled. Thus self organization amgosensor nodes can be

listed into a set of features.
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* The system is composed of units that indiviguadspond to local
information, based on predefined rules.

» These units collaborate and communicate tadditihe task among
themselves.

* The system, as a whole, achieves the goals efficeently.

3.2 Biological Self-Organization

The concept of self-organization in biological syss can be
explained through counter examples. A marchingdbfanming alphabets
on the field provides one such example. Here thedis members are
guided in their behavior by a set of externally ased instructions for the
movements of each band member that specify prgciseé final
configuration of the whole band. A particular menliof the band may
know that the instructions are to march to the eelme and then turn left
and move in straight line. In such a case the memias blindly follow the
instructions and often ignore the local informatisach as his position

relative to other members, this is clearly not secaf self-organization [20].

Ant colonies, on the other hand, are an exampla #stow
functionality and adaptation on a global scale tkeatlt from locally-applied
underlying rules and amplified collective behavidhe large-scale spatial
patterns found in the clustering behavior of aniggest that the ants carry

out very simple steps without the need for centrahager that does more
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than the rest of the group. There are many othemeles of self -
organization, emergence and complexity in bioldggt involve lower-level
entities making local decisions and unconscioudfgcting the global

pattern.
3.2 .1 Schooling of Fish

It is quite an amazing sight to watch a school ish fmoving in
parallel in same direction. When the school changeglirection, all its
members rapidly respond, moving cohesively as dythvere a single
organism. This behavior suggests that a schookgess special group level
properties. Such coordinated movements help thg preavoiding their
predators, and the predators in surrounding thegly.pOne of the evasive
movements, a prey performs, is the flash or ragpghesion and another is

fountain expansion.

A likely explanation of schooling in fish can bepéned using a
simple, self organizing model. This model incorpesahe known behaviors
and sensory capabilities of a fish as it moves ha school, making
approximate, moment-to- moment responses basededodal information.
This model can be enumerated by following set stiagptions:

1. Each fish in the school follows the same setutds as other fish,
thus there are no leaders or followers.

2. To decide where to move, each fish uses a werighverage of the
position and orientation of its neighbors, more #® fish responds to
neighbors in a probabilistic manner.
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3. In response to a neighbor, the fish exhibits ofethe four
behaviors.

(a) Repulsion: To avoid collision with other fish.

(b) Attraction: To swim towards the school.

(c) Parallel Orientation: To orient in same the direction as one of its

neighbor.

(d) Searching: To randomly turn towards the school or a neighbor,

the fish gets isolated. It should be noted that fthentain or flash

expansion (Figure 3.1) effects demonstrated bystiwol are not at

all obvious from the above rules. This clearly eaghes the fact that

a pattern at global level emerges from local irdeoas. We shall now

see another example of self-organization in natwresre organisms

collaborate to carry out foraging.

3.2.2 Nectar Source Selection by Honey Bees

Honey Bees have been found to focus their foraguttyities around more

profitable nectar sources. A collaborative effdriseveral bees maintains a
steady flow of food-supply in the bee hive. It Hasen verified that the

foraging activities emergent at the colony levetuwrcwithout any central

leadership or a global rule, per se. The overalitaresource selection
process can be understood with respect to the mhalvindividual bees

[20].

52



Z=component

Y¥—componant kg =

X-component

Figure 3.1: Flash expansion in fish

(The fish (arrows) move rapidly away from the ptedgcircle) as it approaches the
school, leaving the predator with a sea void of fisty.).

3.2.3 Employed and Unemployed Foragers

Employed foragers are those bees that are curramfyaged in
bringing nectar to the hive and conveying the locabf a food source,
while unemployed foragers receive information aldootl sources and then

search for one of the advertised work sites. Eviemg an employed forager
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flies into the hive, it deposits the nectar it lgbtfrom the flowers and
performs a waggle dance to share the knowledgelifgudistance and
route) about the food source with other bees. @mdy information about
high quality sources is shared. An employed bee ahsy give up foraging
activity if the nectar source is depleted beyonpl@iation.

Unemployed foragers observing the dance have aworappty to
become well informed about the various food soumgsloited by their
colony. Based on the observed dance, the unempléyedier decides
whether to get involved in foraging for that pautar source or wait for
other dances. It has been deduced that the dedwsilmnage is based on the
information received during a small time frame asdsuch does not involve
and accumulation of knowledge over successive dabgedifferent bees.
An unemployed forager actually observes a randochlysen dancer and
samples it before deciding to exit the hive. Thesoan say that the overall
foraging activity of the entire hive is carried asing only local information

and without any reference to a global template.

3.3 Self-configuring Wireless Network

Wireless or sensor networks employ a self-orgagizscheme for
coordinating the channel access, since conventiapg@roach such as
TDMA fare poorly when not all the nodes are witthe range of each other.
To alleviate this, nodes only collaborate with theighbors to adjust their
transmission schedules. Highly sophisticated sckehsve already been

developed for sensor networks.
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Our work is also an example of a self-organizingelgiss sensor
network which is partially inspired from the foragiin bees and has been
theoretically described using a Digital Hormone MbdWe enumerate the
characteristics of a self-organizing system andtargiraw some analogies
that can be applied to spatiotemporal sensing antah the basis for the

theoretical framework.

3.4 Characteristics of Self-Organizing Systems

Feedback Mechanism : Afeedback mechanism forms the basic mode of
interaction between components in a self-organizaygtem. Negative
feedback tends to resist changes in the organismefample, in human
body a rise in blood glucose level triggers insulgtease this causes a
decrease in glucose level. Similarly, in the exargddove, when a fish gets
too close to a neighbor, it receives a negativelldaek and moves away
from it to avoid over crowding. In contrast to thigositive feedback
promotes changes in system. The cascading effqmisfive feedback takes
an initial change in a system and amplifies thaingfe in the same direction
as the initial deviation. A common example thatabbshes positive
feedback is the fact that each generation of humagnmore than reproduced
itself. The attraction behavior shown by fish iscabn example of positive
feedback. Together, the negative and positivebiaekk (in a fish school)
keep the size of school from becoming too largenaall.
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Figure 3.2 : Feedback Mechanism in a School of Fish

These feedback mechanisms come into play when dividnal
acquires and acts on local information. In essepaositive feedback
creates patterns, negative feedback keeps it undetrol, thus

converting environmental randomness to organizatistmucture.

* Dynamism: The multiplicity of interactions that charactersf-
organizing systems, emphasize that such systemslyan@mic and
require continual interactions among individual e@ments to
produce and maintain structure. This dynamic preoagses rise to
properties that emerge from the ongoing pattermésion. All the
examples; schooling of fish, foraging in bees, swantelligence
clearly exhibit this trait and, in fact, make it psrative for a self-
organizing system to be dynamic.

» Emergent Properties: Emergence refers to a process by which a

system of interacting components acquires qualébti new
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properties that cannot be understood as a sumdbthaeéir individual
contributions. Most of such properties emerge spuedusly from

local interactions as exemplified by

Figure 3.3: Emergent pattern in B’enard Convection
Sourcehttp://www.catea.org/grade/mecheng/images/Benard€zion-MVanDyke. gif

B“enard convection cells (Figure 3.3). Here andjyt homogenous
layer of fluid becomes organized into a regulaaywrof hexagonal
cells of moving fluid. More so, this pattern doest rdevelop
gradually, but rather appears suddenly at a mootetermined by the
amount of heat applied to the bottom of the flaigelr.

e Parameter Tuning: Such a sudden change occurs as one of the
inputs or parameters are varied even slightly. Bgking small
changes in such parameters one can induce larggehan the state

of the system. In B’enard convection, the tunaldeameter is the
amount of heat applied to the lower surface ofdisé containing the
fluid. Such a quantitative change in parameters fead to a

gualitative change in behavior are called bifumadi These
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bifurcations make a self-organizing system adaptwel flexible
towards changing environment and changing goateeokystem, and
are also the key to understanding the complex beh#vat emerges

from simple rules.

3.5 Analogy from Honey Bee Foraging

The foraging activity of bees can be divided int@ fparts; discovery
of nectar sources and sharing the information witemployed bees. It is
clear from the previous section that at any timeea is either foraging or
observing the waggle dance and the decision t@&oa observe is taken by
that bee alone. Such an approach prevents wastdgeeaesources, as not
all bees go out to forage. The task allocation agmoees is also based on

local information only.

With respect to the sensor networks one can considensor node
akin to a bee. The process of searching nectacessiny employed foragers
Is analogous to sampling of environment. Althoughnormal sense the
sensor nodes monitor the environment around themwithin their sensor
range but in this respect whether the bee godsteuent (the nectar source)
or the event occurs at the sensor node are rdiataene. If we consider a
mobile sensor node that moves around, to sampkgiarm, then a closer

parallel can be drawn.
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Multiple bees carrying out nectar source searchargbe regarded as
sampling in space, where as the searching actwitya single bee is
equivalent to sampling in time. The analogies frbee foraging can be

summarized as:

» Self-Organization through task allocation amomgplyed and
unemployed foragers.

» Spatio-temporal sensing through nectar sourceisieg.

» Energy Efficiency achieved by having only partloé bees involved
in sampling.

We have seen that the simplicity of a self-orgamgyzsystem is its
greatest strength. Simple changes in rules canecdusstic changes in
overall system behavior. Much of the natural systeame also self-
organizing and we intend to reuse some of this kedge in building a

artificial self-organizing system.
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Chapter 4

Sensor Deployment

Sensor networks are self sustaining systems ofsntide co-ordinate
amongst themselves autonomously but, their devetopis hindered by the
constraints of the devices used. Firstly, they @myeer constrained which
makes device failure inevitable and energy effitiGm@ommunication
essential. They also have limited computing powszyenting sophisticated
network protocols from being run, and limited bardtv which constraints
the amount of communication. Human interventiorkeéep the network up
and running, in such conditions, is at the leasédious job and mostly
infeasible. It is for this reason that there iatmued effort to make sensor

networks as autonomous as possible.

Self-organizing sensor networks may be built fraans®or nodes that
may spontaneously create impromptu network, assenthé network
themselves, dynamically adapt to device failure dedradation, manage
movement of sensor nodes, and react to changeask dand network

requirements. Reconfigurable smart sensor nodesleesansor devices to
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be self-aware, self-reconfigurable and autonomdie main benefits of

these features are:

1. Support tactical and surveillance applicatiosm@ reconfigurable
sensor network nodes that are capable of formipgamptu network,
being deployed incrementally, and assembling thkemsewithout

central administration.

2. Provide capabilities for sensor networks topadhlnamically to
device failure and degradation and changes in task network

requirements.

3. Integrate various application-specific netwanrd system services
provided by mixed types of sensor nodes and emlgediddéense

applications.

Modeling of SOSN can be addressed from variouscspsuch as
sensing coverage, node placement, connectivitysggneonsumption, etc.
The present work aims at modeling the sensor n&tfvrom the coverage
point of view. We divide the problem of sensor aage into two phases
one is the deployment phase followed by the reiocaphase. The
geographical space is divided into regular hexagome propose a
distributed deployment algorithm for the deploymphtse which ensures
the uniform distribution of the sensor nodes thtowgt the sensing field,

l.e, each cell in the region must be occupied bigadt one sensor node. In
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the relocation phase the redundant idle sensorsmaneed to the target
location for tracking the multiple events which iropes the coverage of the
sensor network. We propose a frame-work for theaerelocation which is

explained in the next chapter in detalil.

4.1 Deployment Phase

Sensor deployment has received considerable attengicently. When the
environment is unknown or hostile such as remoteshdields, disaster
areas and toxic urban regions, sensor deploymemtotabe performed
manually. To scatter sensors by aircraft is onesiptes solution. However,
using this technique, the actual landing positiannot be controlled due to
the existence of wind and obstacles such as trees lauildings.
Consequently, the coverage may be inferior to fi@i@ation requirements
no matter how many sensors are dropped. Moreavenany cases, such as
during in-building toxic-leaks detection, chemic@nsors must be placed
inside a building from the entrance of the buildingn such cases, it is
necessary to make use of mobile sensors, whichmaare to the correct

places to provide the required coverage.

4.2 Cellular Based Management Model

In this project, we used a Cellular-Based managémaodel for
mobile Ad-hoc Sensor Network [2]. In the Cellulaag®d Management, the
mobile Ad-hoc WSN is geographically partitionedoirgeveral disjoint and
equal-sized cellular regions as shown in the Figule Each cell is then
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assigned a unique Cellular-ID, as shown in Figuie 4Head of one cell can

directly communicate with heads of the neighbouglis.

(y+2)
% o EYTLR '-l i (e [ R A P L /
L (=l y+1) . _.f.& 1.y I..__ adr Y R { £ a4
(¥4}
(=1y-1) r—— [+l y=1)

(%, y-2)

Figure 4.1: Cellular-ID of a partitioned Sensor etk

Let the signal radius of each host be Rc. Undemtioposed management
model, mobile sensor host can construct a stablemzmication path with

fewer flooding messages and smaller number of lmymtc To ensure that
each cell head can directly communicate with nedginiy cell heads, in the
worst case, the maximal distance of two neighboaoelis by the value of

R, is given from the formula:

<RV13S
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Figure 4.2 : Range for Signal Strength

As given in[2] the proposed algorithm needs areaenfsing field as
reference for localization of sensing nodes. This loe given as the range of
Latitude and longitude in case of an open field®rcoordinates in case of a
closed field. The granularity of the hexagonal gisddecided from the
communication range of sensor being used. The owaias$ of each dropped
node can be taken from satellite (GPS) or usinga8Bes placed locally as
shown in fig(4.3).Once the node gets it's coordisalt can calculate the
corresponding cell_id (¢ C) of the hexagonal tessellation which is being
logically conceived within the sensing field aswhan fig(4.1). The sensor
nodes in each cell will then select its masteraddheode and all other nodes
will become slave. Then the master node preseetahn cell can directly
communicate with master node of neighboring celhcte cell will be
broadcasting its coordinates, its cell id, the semsading and the no. of

slaves present in the cell. Let the communicatage of each host be R
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The size of hexagon is calculated from the maxinm@mmunication range
of a sensor which will ensure direct communicatimiween neighboring

cell heads even in the worst case.

&
Beacond{ (0.d)

‘ grpay e = -
B 4,0/ 0} \'\ - ] / BeaconZ (d0)
Figure 4.3: Localization System

4.2.1 Advantages of Cellular Model

* If we consider the sensing and communicationepaths omni directional
then, with the hexagonal representation we canrcthee given field with

minimum number of nodes with minimal overlappingaar

» Mobile sensor host can construct a stable comeation path with fewer

flooding messages.
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» Smaller number of hop count to ensure that eathhead can directly

communicate with neighboring cell heads.

4.3 Deployment Algorithm

In this section, we describe a distributed algamitior sensor
deployment, considering that the space is divigetbiseveral disjoint and
equal-sized hexagonal cellular regions. Each nodedlects itself as a cell
head with a pre-defined probability.g If one node elects itself as a cell
head, it broadcasts its location to its neighbOtberwise, the node listens to
the messages from cell head and the node will sesndbcation to its
corresponding cell head. If no head is elected imith cell then all the nodes
will be in the normal state and will respond to thessage transmitted by
the head node while learning step of the deployrpentess which means
that the cell is occupied. In this each cell hesadapable of communicating
with neighboring cell heads/normal nodes. If oadeead is elected, all the
nodes in that cell will become slaves to that heade. Once the head is
elected then, it will execute the deployment aldyoni given in the following
sections. The figure 4.4 represents the stateiti@msliagram of a node

during the deployment phase.

4.3.1  Assumptions

The key assumptions are:

a. Each node has the ability to determine its tjposl co-

ordinates with respect to a reference axis.
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b. Each node can autonomously navigate from itsentilocation
to a commanded goal location.
C. All nodes can communicate within a short range.

d. The sensor network contains large number oés.od

Entry Point

It receives Move command
fir ar
o l om miste

{  Normal |
A X ] \\

%
s 1 ) If abrgngy Master exlsts
When Nelghbprng g 1 ! in-a cell
cefls are fras pnd 7 [f P+ P head = \
Wo Slaves to §end ;f In & rew cell ; .
IEF«- P head Iy
Ana new cell Slave =

¥
i

ra

—  Master

Figure 4.4: Node State Transition Diagram In Depient Phase

4.3.2 Algorithm

Hi represents the head node of a cell k"aiteration andP is the set
of current node locations. *ds the adjacent cell information of the head
cell H* and \ are the victim nodes that are targeted to the empty

neighoring cells of the cey by the head node;H
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0: Partition the sensing field into small sub célishaving a regular
pattern (hexagonal);
1:i=0;
2: While termination conditions are not satisfied do
3: Select a cell headHrom the nodes which are moved to a &l
4: Each node within a cell sends position ®][to the cell head;
5: Each cell head M learn the neighboring cells information

7 G5 € Cas gand constructs the adjacency list A

6:  Each cell head Hselects the victim nodes,“that are to be

sent to the neighboring cell € Gy,
7 Assign each victim node a new position;
8: Notify the adjacent cells with positions of tietim nodes;
All the Victim nodes will move to the new cells

10 i=i+1;

11:end

The distributed algorithm is executed by the mastetes, it will first
learn the neighboring cells information i.e., wiestkhe cells are occupied/
unoccupied, there might be some cells which doesritain head cell but
still occupied with nodes, for this case the normadles present in that cell
will respond to the messages transmitted by theighboring cell heads.
After learning the neighboring cell information thead cell will look for
the slave nodes that can be sent to the unoccuplexl the victim nodes are
selected based on the Euclidean distance betweenettter of the empty
cell to the slave nodes positions, the node whsatlasest to the empty cell

will be chosen as a victim node. If no slaves ass@nt, then the head node
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itself will move to the closest empty cell whicheates a void cell in that
region which draw the slave/head nodes from thghimring cell. If none
of the neighboring cells have nodes, then the matleoscillates but these
oscillations will not last longer as the void cadiee slowly occupied by the

nodes as number of iterations increases.

4.4 Analysis

As a part of analysis we would like to show thaé throposed
deployment algorithm will converge and will attain stable state after
certain number of iterations. For this we defirteran called occupancy and
then show that this will increase or will remaimstant as time progresses
by taking some constraints on the properties ofséresor node. Occupancy
Is defined as the total number of cell's occupied given iteration. First we
will deal with case in which two nodes are targeted single void cell,
which leads to the decrease in the occupancy daedvath case where there
will be always increase in the occupancy for evkryterations on an
average.

‘N’ be the total number of cells in the given amaose side is given
by ‘'S’ Oi be the occupancy at a iteration i with a given piwnlity of

electing head beRyg

N
O;=Y Cf
k=1

(4.1)
C =1 If the cell is occupied

0 otherwise
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Oy is the initial occupancy
We would like to show that the following inequalisatisfies at any time
instant

= = (4.2)

Case a : The two important cell configuration’s at a iteoa i is
given by the figure 4.5 in which all the neighbgyicells of the empty cell is
occupied by at least one head/normal node. At &atite i there is a
possibility that more than one head node will seictim to the empty cell.
For case 1 shown in figure 4.5(a) there isn’t argbfem as if the occupancy
increases by 1 for the iteration i+1 but for theec@ shown in the figure
4.5(b) the problem of merging comes in to pictusafdhere is a possibility
that two head nodes will move to a single empty which decreases the
occupancy at a iteration i+1. But this state canabeided by taking the
communication range of the sensor node as showmeiffigure 4.6. When
this condition is imposed in the network, duringps8 of the algorithm the
head nodes will send the notify message whichlwlprocessed by the head
node which is in the scheduling phase will comeajuhat phase.
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(a) case 1 (b) case 2
Figure 4.5: possible cell configurations at iteraii
Even if both the heads try to move the same tineeethwill be only
one head that will be sending the notify message dis the communication
channel is same, hence avoiding the merging ofriaaes. The figure 4.7
shows the nodes configuration at a iterationl. Hence, critical

communication range for a given hexagon side ‘§iven by

Signal Strength Re

—
Lo
s}

Figure 4.6: Critical Signal Strength for Convergenc
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Reritical = V28S (4.3)

slaveMormal Node

Master Nodes

(a) case 1 (b) case 2
Figure 4.7: possible cell configurations at itenaf+1

Hence we can say that

0; # 0 Vi < §
i J (4.4)

Case b In this we would like to show that there will laways
increase in the occupancy by at least one for ekeiterations on an
average, if there are unoccupied cells in the nétweet us consider a case
that at a iteration i, all the neighboring cellgloé void cell are having nodes
in normal state, since the normal nodes doesn’tudrs the step 5 of the
deployment algorithm the void cell will remain uapied until a head node
is elected in the neighboring cells. So even témitons are going on there

will not be any increment in the occupancy whichugd not be the case.

Given probability of the node being head ig.fIn the cell the

probability of the node to in normal state jg&x
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Hence, we have hBd+ Prorma = 1 (4.5)
Piorma= 1 = Rhead (4.6)
After k iterations the probability of the node bgithe head atleast once is
given by
Ratleast once heady 1 — (Roma)K (4.7)

I?atleast once heady 1- (1 - lﬁeac)k (48)
Hence, for large value of k the probability willegto 1 and hence at least

one node will become head, then that head nodegwithrough the steps 5-
9 which will fill the empty cell hence increasingetoccupancy. Hence from
case a and case b, we can say that

0; < 0, Vi < j 4.9

Larger will be the probability of the head electismaller will be the
iterations taken for the convergence of the algaonrit

Finally we would like to say that algorithm propdss unique in the
following ways:

1. Our approach makes no assumptions on thalidistribution of

the sensor nodes and the deploying environment.

2. Our algorithm is distributed and it can be &plto a system

consisting of large number of nodes.

3. Doesn’t need high computational resources.

We addressed one phase of the coverage problendepéyyment in
this chapter. Next chapter deals with event dairctmodel and the

relocation of the redundant sensors.
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Chapter 5

Event Coverage and Sensor Relocation

Modeling of SOSN can be addressed from variouscaspsuch as
sensing coverage, node placement, connectivitysggneonsumption, etc.
The present work aims at modeling the sensor n&waximizing event
coverage. In the relocation phase the redunddamtsehsors are moved to
the target location for tracking the events whiotpioves the QoS of the
sensor network. We propose a frame-work for theerelocation which is
explained in this chapter in detail. In many p&isdrworking environments,
such as remote harsh fields or disaster areas rsdaptoyment cannot be
performed manually or precisely. In addition, omeployed, sensor nodes
may fail or respond to new events, requiring ndddse moved to overcome
the coverage hole created. In these scenaricshegessary to make use of
mobile sensors, which can move to provide the reduicoverage.
Reconfigurable smart sensor nodes enable sensamedeawo be self aware,
self-reconfigurable and autonomous. In this proyeetaddress the problem
of sensor relocation, i.e., moving previously dgphb sensors to respond to
an occurring event that requires that a sensor e dto its location with
out creating any holes in the region of interest.
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5.1 Gradient Based Event Tracking

In the first phase, we considered an algorithm kges in [1] to
track a light source with single node. Light souman be moving or
stationary. It will present the time varying natwfethe events in space. In
order to move node in the direction of light sounee will take the history
of the events in the space. In [1] three conseewtalues of the light in past
time and space have been taken. To take the degaisiwhich direction it
has to move so that to reach the light source inimum number of

iterations.

light source

P1.P2.11 are the light sensor walues at those points:
1i gives present walue and PL.pZ are previous ualues.’r

arrows shaws the orientation of the mobile robot-

Figure 5.1: Position of Bee Bot while tracking light source
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5.1.1 Algorithm:

In the implemented algorithm of light tracking, will store the three
previous sensor values. Decision for the furtheveneent of the mobile
node is decided by the difference between two sstee sensor values
taken (H1,H2) and the previous orientation of th&bie node motion_dir.
Motion_dir gives the direction in which mobile rddwas to be moved or to
take the value which mobile robot is taken.

Light Tracking

Algorithm for Light Signal Tracking is given below.

1: Initialise H1=0,P1=0,H2=0,P2=0, motion_dir=1EWD LEFT,0=FWD
RIGHT);

2: Move FWD_ LEFT and FWD_ RIGHT and take the tsemsor values
into P2 and P1 at the beginning of movement resfadgt

3: While termination conditions are not satisfied

4. sense the present value into |;

5: calculate the difference between the succespwiats in which
mobile node moved as given below

6: H2=I-P1; H1=P1-P2;

7 ifH1<0and H2<0

Then move the mobile in the direction given by motidir for three
successive intervals;

8: elseif HL <0 or H1 < H2

Toggle motion_dir and move the node in the directbMotion_dir

9O: else
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Move the mobile node in direction motion dir
10: end.

5.2 Event Detection Model

This event detection model is used to detect tlentsvin the network, we
used the DHM developed in [1] for detecting thergsen the network and
take necessary actions when an event is detected

5.2.1 DHM
A Digital Hormone Model (DHM) [1] encapsulates dyma networks of

mobile nodes or robots that use hormone like messég communicate,
collaborate, and achieve their goals. The hormaeesived by a node
influence, but do not determine, their local bebesji as it is the function of
both the type of hormone and local state of theenddhus, different nodes
react differently to the hormones despite the taet all are running the
same protocol. The DHM consists of three componeAisDynamic
Network of Mobile Nodes, A Probabilistic Functioor hode behavior and a
set of rules and equations for hormone (messagedioa and propagation.
Some of the important rules used in our projeanftbe DHM model
are explained below. In this model the messagesametwork are treated
as hormones which change the state of the mohilgosenode. The rule BO
Is used to detect the event, rule B2 transmitsntkesage (Hormone) by a
node which detects the event and rule B5 is adagampling which is a
power saving rule. We assume that sensor nodes igatinopic radial

sensors of ranges®vhich is less than the side of a cell and the gual
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sensing is constant withingRnd is zero outside the sensing range, i.e. it

follows a binary model.

Terminology Used

* The variable S can have three states: Probé&eribisr Move

* ;i (ty) : sensor reading from sensor i of node at samphistance,t

* H denotes the hormone that is transmitted frorprabing node to a
listening node. Each H is contains the, (%), (X,y) coordinates of the
transmitting node as well as the sensor readiig.r

* BO (State Change rule)

If S = Probe AND i(t,) < LTH;for entire T then S = Listen

OR

If S = Listen AND H = O for entire T then S = Probe
Where LTH is a threshold parameter for sensor i.

* B2 (Hormone Transmission rule)

A node with S = Probe transmits a hormone (S, Xi, yi, r; (ty))
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if there is zero-crossing betweeft,r;) and r(t,)
OR
I (tx) > HTH,

Where HTH is a threshold parameter for sensor i.

» B5 (Adaptive Sampling rule)

This rule is key to saving energy while taking sgnmeadings. It defines
how often to take samples during the sampling plefievhen S=Probe.
A node predicts when to take the next sample basdte past values of

sensor readings. The next sampling instapgestgiven by:

tr1 = 1 +(HTHi -0 (tx))((tx' tx—l)/( f (tx)' ri(tx—l))) (51)

Here, O<iik=T .

Finally we would like to say that the controllecaipl behavior of the nodes
will be achieved by the algorithm explained abowd &he timely behavior

of the sensonodes are influenced by the DHM. Hence we can track the spatial

as well as the time varying events effectively with the framework proposed.
Instead of Gradient Based Event Tracking we would like to recommend DHM

based algorithm.

79



5.3 Relocation System Model

The deployment protocol which we proposed can lsel dsr sensor
relocation. For example, when an event is detelsyed sensor, the sensors
neighboring that node can be drawn to the everdtime (pull scenario).
However, moving the sensors from the neighborings geay create new
holes in that area. To heal these new holes, nersoss must move. This
process continues until some cell having redundansors is reached and
the sensors leaving this cell do not create neveshdUsing the method,
sensors may move several times, wasting energgddition, since many
sensors are involved, it may take a long time ler @lgorithm to terminate.
Hence based on this observation, we first findidleations of the redundant
sensors, and then design an efficient route fomthe move to the

destination.

To determine which sensor(s) is redundant is alaigihg problem.
It is hard for a single sensor to independentlyicdkegvhether its movement
will generate a coverage hole. To make such a idacithe sensor requires
information about whether its neighbours will mowe not. More
specifically, a number of sensors located closelystimdetermine the
redundant sensors among themselves. A cell-baseutesture is one
solution for this problem. Already we have dividbe target field into cells
as a part of deployment algorithm. The cell heagsponsible for collecting
the information of its members, and determining ekistence of redundant

sensors based on their locations. The cell headtondts group members
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and initiate a relocation process in case of newnevFurther this
organization can facilitate data aggregation, raytietc., in addition to

finding the redundant sensors.

With the cell-based model, the sensor relocatiooblem can be
reduced to two sub-problems: finding the redundsemsors and then
relocating them to the target location. Figure Bl@strates the sensor
relocation problem when cells are used, the bladen are used to represent
cell heads. Each cell is indexed by a tuple, whHase number is used to
represent the column and the second number is tosegpresent the row.
Cells (0, 6), (1, 5), and (0, 4) have redundanssen When there is an event
at cell (4, 0), its cell head first needs to loddie redundant sensor and then
relocate some sensor to cover that event. Fonrstepfoblem, we can use a
Cell-Quorum solution to quickly identify the redward sensors. For the
second problem, we use a cascaded movement solatielocate sensors in

a timely and energy efficient way.
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Figure 5.2: Hexagonal System Model

5.4 Finding Redundant Sensors

The problem of finding redundant sensors has somdasty to the
publish/subscribe problem, where the publisher dathes some information
and the subscriber requests the information. Mapthe terminology to our
problem, the cells that need more sensors areultecsbers, and the cells

that have redundant sensors are the publishershelnpublish/subscribe
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system, the matching of a request to advertisement is called

matchmaking. Generally, there are three typeslotisas for matchmaking:

» Matchmaking occurs at the subscriber, which isrrete as “broadcast
advertisement”. In our problem, this is similarlétting the cells having
redundant sensors flood this information. Laterewlsome cell needs
redundant sensors, it can get the information dyick

» Matchmaking occurs at the publisher, which is mef@ras “broadcast
request”. In our problem, this is similar to legfithe cells that need
sensors flood the request. The cell that has reshirgknsors replies after
receiving the request.

» Matchmaking happens in the middle of the netwankour problem, this
Is similar to letting the supply cell advertise timformation to some
intermediate cells from which the demand cell oi#dahe information.

The message complexity will be very high if we udge broadcast

advertisement approach, which requires two netwade broadcasts for

each redundant sensor: one for advertisement andtkter for data update
after the redundant sensor moves. For the broadegsest approach, the
delay is relatively long since it is on-demand. rgfiere, we prefer the third
solution, which can achieve a balance between messamplexity and
response time.

By organizing cells as quorums, each advertiserardteach request
can be sent to a quorum of cells. Due to the iattien property of
guorums, there must be a cell which is the intéiseof the advertisement

and the request. The cell head will be able to make request to the
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advertisement. A simple publisher quorum can besttooted by choosing

the nodes in a row and a column and subscribeuguaan be constructed

by choosing the nodes in diagonal cells.
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Figure 5.3: Grid Quorum System model

For example, as shown in Fig. 5.2, suppose cdl) fias redundant sensors,
it only sends the advertisement to cells in a r¢i5), (3,5), (5,5), (7,5),
(9,5)) and a column ((1,3), (1,1), (1,-1)).Whenl qdl,0) is looking for
redundant sensors, it only needs to send a retealagonal cells ((4,0),
(3,1), (2,2), (1,3)) and ((3,-1), (4,0), (5,1)).€el'mtersection node (1, 3) will
be able to match the request to the advertiserBempose N is the number
of cells in the network. By using this quorum basgdtem, the message
overhead can be reduced from O(N) ®(N®). The message overhead is
very low compared to flooding. We can further rezlttte message overhead

by observing the specialty of our problem.
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This matchmaking technigue not only suits for timgle event but for
also for the multi event detection. Let us considerase that an event is
detected at a cell (0,0) in the figure 3.1 then niech making will takes
place directly at the node (0,0) itself as it m@mber in the quorum, For the
event that was detected simultaneously at a cgl),(#hatch making will be
takes place at the cell (2,4). In the followingtgetwe have discussed the
Grid Quorum idea for sensor relocation.

5.4.1 Grid Quorum

In this section, we first give the background andtiwation of the
Grid-Quorum idea. Then, we present the detailedtieol and illustrate its
advantage in terms of message complexity and resptme. The problem
of finding redundant sensors has some similarityh® publish/subscribe
problem [32], [13] where the publisher advertisess information and the
subscriber requests the information. Mapping themiteology to our
problem, the grids that need more sensors areutcsbers, and the grids
that have redundant sensors are the publishershenpublish/subscribe
system, the matching of a request to an advertisems called
matchmaking. Generally, there are three types lotisas for matchmaking
which we have discussed above.

Different from the traditional publish/subscribe oplem, the
information in our system is not reusable. The nmfation about the
redundant sensor can only be used once, sinceyitomahanged after the

redundant sensor moves to the requesting placetdinés special property,
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the message complexity will be very high if we ue broadcast

advertisement approach, which requires two netwade broadcasts for
each redundant sensor: one for advertisement andtkier for data update
after the redundant sensor moves. For the broadegsest approach, the
delay is relatively long since it is on-demand. rgfiere, we prefer the third
solution, which can achieve a balance between mgessamplexity and

response time. In this type of solution, a struetlike that in [13]can be
used to facilitate the matchmaking between the rideenent and the
request. Since the data may not be re-used, thistste should be

simplified compared to that in [13], [33]; other@ithe benefit may not be
worth the cost. Therefore, we need a simple anddost structure for

matchmaking.

By organizing grids as quorums, each advertisermedteach request
can be sent to a quorum of grids. Due to the iatgien property of
guorums, there must be a grid which is the inteize©f the advertisement
and the request. The grid head will be able to mahbhe request to the
advertisement. A simple quorum can be constructedhioosing the nodes
in a row and a column. Instead of flooding the mekwvith advertisements
or requests, the request and the advertisemeonfreent to nodes in a row
or column. For example, as shown in Fig. 5.3, ssppgrid (0,3) has
redundant sensors, it only sends the advertisetnegtids in a row ((0,3),
(1,3), (2,3), (3,3), (4,3)) and a column ((0,4)3(0(0,2), (0,1), (0,0)).When
grid (3,0) is looking for redundant sensors, ityonéeds to send a request to
grids in a row ((0,0), (1,0), (2,0), (3,0), (4,®nd a column ((3,4), (3,3),
(3,2), (3,1), (3,0)). The intersection node (0,d)l we able to match the
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request to the advertisement. Suppose N is the eumb grids in the
network. By using this quorum based system, thesaggs overhead can be
reduced from O(N) to O(R. Although the message overhead is very low
compared to flooding, we can further reduce the sags overhead by

observing the specialty of our problem.

The Grid-Quorum Solution :

In our Grid-Quorum system, we do not require thersection of any
two quorums. Instead, we deploy two coterie, cakegbply coterie and
demand coterie separately, and only require tratgtiorum belong to the
supply coterie intersects with all quorums in tlemdnd coterie, and vice
versa. The formal definition is as follows. Given@empty set U, there is a
supply coterie Cand a demand coterig,@vhich are the sets of U’s subsets.
Each subsetAn coterie Gis called a supply quorum and each subgen P
coterie G is called a demand quorum.

To construct a Grid-Quorum, the grid heads belondp¢ grids in one
row are organized into one quorum, called supplyrgon and the grid heads
belong to the grids in a column are organized imb@ quorum, called
demand quorum. All the supply quorums compose tipply coterie, and
the demand quorums compose the demand coterigisinvay, the natural
geographic relation ensures that every supply qudmas intersection with
all the demand quorums and vice versa. When ahgisdredundant sensors,
the grid head propagates this information througg supply quorum to
which it belongs. When any grid wants more sengbes,grid head needs

only to search its demand quorum. Since every ddmguorum has
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intersection with all supply quorums, the grid heedn get all the
information about redundant sensors. We can sdeufiiag the geographic
information reduces the cost of building Grid-Quuarto almost zero. Still
using the example of Fig. 5.3, Grids (0,4), (1,0,3) and (1,3) have
redundant sensors, while grid (3,0) needs moreosen$he grid head of
(1,3) propagates its redundant sensor informatiocough its supply quorum
((1,4), (1,3), (1,2), (1,1), (1,0)). The grid headgrid (3,0) searches its
demand quorum ((0,0), (1,0), (2,0),(3,0), (4,0))id¥1,0) can reply the
information about redundant sensors. Comparedsitgyithe quorum in the
last example, using grid-quorum cuts the messadealiy

Grid quorum system is used for self organizing ael replacement
of damage sensors, where as we are using the sam®le for relocation
of sensors after event detection.

5.5 Sensor Relocation

Having obtained the location of the redundant sense need to
determine how to move the sensor to the targettimtadestination).
Moving it directly to the destination is a possiksl@ution. However, it may
take a longer time than the application requiremEot example, a sensor
monitoring a strategic area dies and the applinaspecifies that the
maximum tolerable time for such a sensing holehigyt seconds. If the
redundant sensor is 100 meters away and it takegssttone minute for the
sensor to reach its destination, the applicati@uirement cannot be met.

Moreover, moving a sensor for a long distance com@sutoo much energy.
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If the sensor dies shortly after it reaches thdimkgson, this movement is
wasted and another sensor has to be found anctetbc

We propose to use a cascaded movement to addespsothlem. The
idea is to find some cascading (intermediate) nodesl use them for
relocation to reduce the delay and balance the pokgeshown in Fig. 5.6,
instead of letting the redundant senspmsve directly to the destination, s
and g are chosen as cascading nodes. As a regulipges to replace,ss
moves to replace;,sand $ moves to the destination. Since the sensors can
first exchange communication messages (i.e., ldgicaove), and ask all
relevant sensors to (physically) move at the same the relocation time
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a. Direct movement b. Cascaded movement

Figure 5.5Cascaded movement

is much shorter. A node; svhich moves to replace another nodgeis
referred to as;ss successor, and is referred to as’s predecessor. In Fig.
5.6 sis $'s successor ang & $'s predecessor. We also introduce a virtual
node g, which is used to represent the target locatibmdy represent the
failed sensor or the location where an extra seissneeded to increase the
sensing accuracy. In Fig. 5.6, we s@yisss’s predecessor and & $'S
successor. Selecting cascading nodes is not easy tsie sensor nodes may
be used by some application and their movement aiffagt the sensing or
communication tasks they are performing. To enthagthis effect is within
application’s requirement, each sensas sissociated with a recovery delay
T;. After §'s movement, its successor must take its placeiwith T; is
determined by the application based on the criteat| of $s sensing task,
the size of the coverage hole generated fy movement, and other
application factors. We usegTio represent the recovery delay of the
relocation event. It can be the maximum recovetgydef the failed sensor
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or the time limit for an additional sensor beingqqad at ¢ The T value
iImposes restrictions on the spatial relationshid departure time of the
cascading nodes. We uséotdenote the departure time pérd ¢ to denote
the distance betweenand §. The following Inequality must be satisfied if
5§ is §'s successor.

d;;/speed — (t; —t;) < T; (1)

For simplicity, ti is normalized to be the time el after the
relocation request is sent and(for ) is set to be 0. Based on Inequality
(1), whether jscan be the the successor pissnot determined solely by its
distance to ;s but also s departure time. Ifismoves atd (0), $ must be
within speed _ i[from s; if s; moves after another t minutescan be farther
away from sas long as;d_ speed _ (T.;). Whether scan stay at its place
for this t minutes or must move immediately is d®ieed by its own
predecessor. For example, iifisthe successor of,sand @ is shorter than
speed_{, 5§ can flexibly move between (0,,1do/speed). In this case, we
normally let $ move at | — diO/speed (the upper limit) such that more
sensors can be chosen #s successor and we can choose the best one. The
set of cascading nodes for relocation and theiladepe time together is
defined by a cascading schedule. For examplegng6 Choice 2,5ft3) =>
S(t) => s(t;) =>s0 is a cascading schedule, which can be wseztbver a
sensor failure. Certainly, the cascading schedudhmmuld make sure that the
recovery delay is satisfied; i.e., Inequality (%) satisfied. For example,
Choice 1 is not a cascading schedule since theosdasure cannot be

recovered within the required time.
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5.5.1 The Metrics to Choose Cascading Nodes
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Figure 5.6 cascaded movement

The cascading schedule should minimize the totakrgn
consumption and maximize the minimum remaining @yneso that no
individual sensor is penalized. However, in mostesa these two goals
cannot be satisfied at the same time. As shownign %7, suppose all
sensors have the same amount of power. Choicelim@ssless energy, but
the involved sensors will have lower remaining ggeSensors in Choice2
have higher remaining energy, but the total eneansumption of Choice 2
is higher than that in choicel. There is a tradeetfiveen minimizing the
total energy consumption and maximizing the minim@maining energy,
and we want to find a balance between them. Bgdmgsenting our solution,
we first show some observations. Based on the sateggloyment result
generated by running VOR, we randomly choose s@nsas and deplete its
energy. Then, all cascading schedules to recoverfdiled sensor are
enumerated and compared in terms of the total gramgsumption and the
minimum remaining energy. Here, the recovery deldy;, i #0) is relaxed
for better observation, but the relocation timeg) (¥ calculated for reference.

The cascading schedules which are worse than stimee schedule in both
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metrics (total energy consumption améhimum remaining energy) will be
ignored; that is, we only keep the cascading sdeeduhich perform better
than others at least in terms of one metric. Fi§.$hows the total energy
consumption and the minimum remaining energy ofeéhgchedules in an
increasing order. As shown in the figure, the t@iakrgy consumption is
almost flat at the beginning and then significantlgreased, whereas the
minimum remaining energy has a steep increaseeabéiginning and then
becomes flat. This observation motivates us to emehia good balance
between minimizing the total energy consumption anaximizing the

minimum remaining energy.
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Figure 5.Tradeoff
From the observation, we can see that it is pasgiblcontinuously
spend a little more energy for a much higher mimmremaining energy
until a turning point after which the cost is highoit the gain is less. The
cascading schedule just before this turning pdinukl be the best schedule.
In other words, the best schedule is the scheduth the minimum
difference between the total energy consumption &mel minimum

remaining power. This new metric can be explaimed mathematical way.
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Suppose there are two cascading schedules withnB1E2 as their total
energy consumption, and,f& and E.,, as their minimum remaining
energy. Schedule 1 is chosen since E1 -EninE2 -Emin2. This
inequality can also be expressed as E1<EEminl-Emin2; i.e., the
cascading schedule with more advantage and leaswdistage should be

chosen.

Figure 5.8 : Cascaded movement

Fig.5.9 uses an example to further explain theareas Fig. 5.9, moving s3
directly to the target location is the most enesfficient solution. However,
in this way, s3 will be penalized, and its minimo@maining energy will be
significantly reduced. If s1 is added as a cascpdode, the load of s3 can
be shared and the minimum remaining energy cammipeoved. Since the
total length of the zigzag line s3s1s0 is onlytigelbit longer than the length
of s3s0, only a slightly more power is needed. ¢frensensors close to the
line s3s0 are chosen as cascading nodes, the dmabecfurther shared and
the minimum remaining power can be further improv@drtainly, if some
sensor close to this line has very low energyhdusd not be selected for
cascading. When all eligible sensors close to lthes have been chosen as
cascading nodes, a balanced and efficient scheslal#ained. Starting from

this point, if we want to further improve the minim remaining energy,
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faraway sensors such as s4, s5 and s6, have tookerc However, in this
way, the total energy consumption will be signifittg increased, and then it
may not be a good solution. So the cascading stdeadlith minimum
difference between the total energy consumption mmdmum remaining
power is referred to as the best cascading schet@lnéecascading schedule
with the least total energy consumption is refertedas the shortest
schedule.

5.5.2 Cascaded Movement vs. Direct Movement

In this section, we compare the cascaded movenpgndach with the direct
movement approach, which moves the redundant selirsatly to the target
location. Simulation results are shown in Fig. 5A8 can be seen (Fig.5.10
(a)), the relocation time can be significantly reeld in the cascaded
movement approach. As for energy consumption, direxvement is better,
but its advantage over cascaded movement is veretl (Fig5.10 (b)). This
proves that cascaded movement is energy effic@ntthe other hand, the
minimum remaining energy of using cascaded movenwmhuch better
than that of direct movement. If the redundant seimas relatively high
power, moving it directly to the target locationynaot affect the minimum
remaining power; otherwise, it may significantlyduee the minimum
remaining power, especially when the moving distaisdong. This explains
why the minimum remaining energy drops proportinals the distance
increases in the direct movement approach (see Fif) (c)). In our
solution, the metric used to get the best cascasihgdule is to minimize

the difference between the total energy consumpéiod the minimum
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remaining power. Since there are other objectivdriase existing, we

compare our solution to other alternatives. Sineehave shown (see Fig.
5.10 (b)) that the total energy consumption of @pproach is similar to the
direct movement approach, which is optimal, we ardynpare our approach
with another alternative that maximizes the minimwemaining power.

Comparisons when the remaining energy is very @iffe meanwhile, the
minimum remaining energy is at most slightly lowhan its alternative.

Between these two settings, our approach saves eweegy when the
remaining energy is similar. The reason is as ¥aloSensors with relatively
more energy must be involved to maximize the mimmremaining energy.
When the remaining energy is similar, it is noelikto find nearby sensors
with high energy. Then, faraway sensors are mésdylito be involved, and
more energy will be consumed compared to our smu®n the other hand,
when the remaining energy is similar, the disadag@tof our solution is a
little bit larger since only nearby sensors areolmgd in the relocation.

These sensors may become the sensors with minireamaiming energy

after relocation and the minimum remaining enengywmg all the sensors is
reduced consequently. When the remaining energseng different, both

approaches have similar minimum remaining energgesia sensor with
minimum remaining energy is more likely not invalve the relocation and
the minimum remaining energy of the network does ¢imnge after the

relocation.
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5.6 Event Coverage

Our project consists of integrating the both the NDHhodel and
COVERAGE to implement a distributed senor netwgrtasm to maximize
the coverage of events by multiple sensors. The DHdtlel will make to
reconstruct the spatio temporally varying signabbyng mobility to sensor
nodes. The Algorithm becomes effective with inhérenmmunication
capabilities of the sensor networks. Here the aligitormone model is
implemented with the coverage constraints so thatevents generated in
any region cannot be missed. For implementing wes liieveloped master
slave protocol.

» Each node will four states MASTER, NORMAL, SLAVE,

PROBING.

* When node turns on it will makes itself NORMALd®and bids to

become head of that cell if no other node is hddaldat node.

» Master node is responsible for covering the ex/#mit may occur in

that region over time.

* If there is another Master Node in that cell itl wegister itself as

slave node for it.

* When it is in slave mode it will wait for somendiom time. If no
event is occurring in that region over time it wilbve from that cell
and signal the MASTER node and it will follow thegidal Hormone
Model (DHM).
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» Master node will know about the occupancy of tleghboring
cells. If any cell is vacant it will instruct oré its registered slave

nodes to that cell.

* When ever an event occurs in that cell the Mastahat cell will
broadcast Event trigger message. In response $e the neighboring
cells Master will send the details of the slavee®dhich are nearer
to that cell. The Master node of event generatelgwill take one of
the mobile node which is nearer to it will be insted to track the

event.

* If the Master node of that cell has to move txkrthe event in the
neighbor cell it will notify in that cell about departure. So new head

will be elected by bidding.

* If the only master node in that cell is movingagwo track the event
then it will inform its neighbors about the covegagole in the cell.
By this using coverage algorithm the cell is filletth the redundant
sensors. Even if there is no redundant sensor tetemnode itself
will move to cover that cell. It may create osditbas but it will not

sustain for long as are assuming more redundasbsem the region.

5.6.1 Algorithm

The distributed algorithm will be executed by mastedes to detect
the events that occur in space. Master nodesewdthl about the neighboring
cells and will send the nodes to cover that areaiff not covered before.

When event occurs in a cell Master node will deteand request the
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adjacent cells to monitor the events occurred at filace. If no event is
occurring for some time the slave node will moved@nmly and senses the

environment and gathers information about the envirent (DHM).

Algorithm for implementing Event Coverage is givagiow.
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Algorithm 1 (Event Coverage Algorithm)

0. Partition the sensing field into small sub céllshaving a regular pattern
(hexagonal);
1.1=0;

2. While terminating condition not satisfied do

3. Select a cell head;Hrom the nodes which are moved to a cgl] C

4. Each node n within a cell sends position P[njite cell head ;

5. Each cell head #learn the neighboring cells information A€Cnbrs and
constructs the adjacency listA

6. Each cell head Hiselects the victim nodes that are to be sent to the
neighboring cells CE Cnbrs ;

7. Assign each victim node a new position;

8. Notify the adjacent cells with positions of #&im nodes;

9. All the Victim nodes will move to the new gells

10. Each cell head #iwill continuously sense the light strengltLat time t;
11. When Light strengtht) HTH high threshold it will request a node

into from Cnbrs and constructs available list.

12. Event generating Cell Head il select victim whose distancéig less
and assigns its a new position.

13. Victim Vwill notify its movement to the head of that cell.

14. When there is no event for long time Slaveesedl|l take a random direction
to move and notify its Head*H

15.i=i+1;

16. end

The above algorithm can be modified for detectindtiple events.
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Multiple Event Coverage

0. Partition the sensing field into small sub céllshaving a regular pattern
(hexagonal);

1. i=0;

2. While terminating condition not satisfied do

3. Select a cell head;Hrom the nodes which are moved to a cgl] C
4. Each node n within a cell sends position P[njite cell head ;
5. Each cell head #learn the neighboring cells information A€Cnbrs and
constructs the adjacency listA
6. Each cell head Hiselects the victim nodes that are to be sent to the
neighboring cells € Cnbrs ;
7. Assign each victim node a new position;
8. Notify the adjacent cells with positions of #&im nodes;
9. All the Victim nodes will move to the new gells
10. Each cell head #iwill continuously sense the light strengiltLat time t;
11. When Light strength({t) HTH high threshold it will request a node
into from Cnbrs and constructs available list.
12.Event generating cell head'tthecks if any other node is already in active
state;
13.1f No, Go To step 20;
Else
14.Declare H as ueper or lower ,by comparing i and k.

(if 1<=k H;" assigns as Hpper;If i>k assigns as Hower).
15.Declare the new head 'iHew as H,pper O H jower USing step14.
16.1f H* and H*new are different, Kand Hnew will
work separately following steps from step20.

Else

17. H* go to step20.

18. H*new go to wait state,

19.Check K is active or not

If active go to stepl8.

Else

H*new => H X

20. Event generating Cell Head il select victim whose distancéid less
and assigns its a new position.
21.Victim Vwill notify its movement to the head of that cell.
22.When there is no event for long time Slave s\adétake a random direction
to move and notify its Head*H
23.i=i+1;
24. end
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The distributed algorithm will be executed by meastodes to detect
the event that occur in space. Master nodes vathl@bout the neighboring
cells and will send the nodes to cover that areaiff not covered before.
When event occurs in a cell Master node will deteand request the
adjacent cells to monitor the events occurred a flace. At the same time
more than one event occurs, master node will detdather the event
occurs in the same triangle (upper or lower ofdlagonal elements). If the
events are in the different triangle, the nearbgtaranodes will monitor the
events and send nodes to cover that areas siraalialy. If the events are
in the same triangle, the priority will be giventte master node of the first
event, the others will go to wait state, till fimte’s process completes.

If no event is occurring for some time the slaveeaevill move randomly
and senses the environment and gathers informabont the environment
(DHM).

The main advantage of our solution is only a mimmaoumber of
nodes are involved and many other sensors are ffeatteal. The energy
consumption is low and the remaining energy is highsummary, first
finding the redundant sensor and then relocatirig the target location is

much better for sensor relocation.
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Chapter 6

Simulation Results

Important criteria for our framework are the mdlilmodels used by
the mobile sensor nodes. In the predefined mobiibglel, we set the initial
and final (x,y) co-ordinates of the mobile nodenglavith the path to follow
and once simulation starts the nodes will move @ifid of the simulation.
But in our framework the node locations are caleadadynamically and the
nodes will move with intermediate stops.

We used java simulator for validating our frameworke simulator
can also be used to view the topology generatedewdxecuting the
algorithm. The simulator assumes no packet colisidt also assumes that
there are no packet errors during transmissionreoeption. In other words,
we assume a perfect wireless channel. Figure @Wsslthe GUI panel for
the simulator in which it provides two select bagavhich can be used for
selecting different initial distribution of the nesl

The three different initial configurations of thedes are:

1. “Uniform Distribution” of nodes in which all theells are occupied

by at least one node.

104



2. “Random Distribution” of nodes in which all theodes are

distributed through out the field in a random fashi

3. “Single Distribution” of nodes in which all tides are placed in a

single cell.

By default it will have the random distributiori sensor nodes. It
provides a time slider at the bottom of the paneictv can be used to slide
the time epochs, we can drag the time slider toiatso that it will show
the corresponding node distribution at the timecbpd he simulator runs for
2500 time epochs. At every time epoch we will dnet previous state of the
node and the node will executes the algorithm basethe previous state,

then the current state will be saved again.

6.1 Simulation Detalls

The distributed algorithm for dynamic sensor netwbas been simulated
using the simulator explained in the previous sectiFigures 6.2 6.3 and 6.4
are the results of an example simulation run whth fiollowing simulation
parameters:

1. Number of nodes = 140.

2. Area of the simulation region of WSN = 1025X&&punits.
The side of the hexagon is varied from 70 unitsG0Ounits and for each case
we consider 3 different initial configurations dietnodes Along with these
three confi urations we also changed the probwlolitelecting head Phead
from .5 to .7 and side of the polygon. We have ttake uniform distribution

of nodes as an important test case for our algarlikcause for the uniform
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distribution of nodes even the algorithm executesrtodes should not move
for covering the space as there is an 100% int@erage. For the
remaining two configurations as the algorithm exesuhe alignment of the
nodes approximates the uniform distribution aftesufficient of iterations.
Figures 6.2 shows the coverage plot for the hexagaide S=90 units for
three configurations explained above. For Randoplogenent the initial
number of cells occupied is 47 and after 8 iteredithe occupancy increased
to 54 which is actually the total number of celtsgent in the given field for
side S=90 units. Number of iterations for completwerage in case of
side=90 units are less as the initial occupanchigs but the number of
iterations will increases with decrease in theiahibccupancy for this

random distribution for a given,q
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Chapter 7

Conclusion

In this project we have looked at the possibility reusing the
knowledge from natural systems in the domain of pat@r science and self
organizing sensor networks. The discussion begitisa survey of sensor
networks, its applications and various challenge®¥/e looked at the
properties of self organizing sensor networks i@ view of covering the
given area with mobile wireless sensor nodes. Thgeq addressed one of
the fundamental problems of dynamic sensor netwdrich is coverage.
Algorithm was proposed and simulated using Javaulaitor. The results
shown that for a single cell distribution of noddse algorithm is taking
very large number of iterations where as for thedom distribution of

nodes it is performing very well.

7.1 Contributions

The contributions of this project can be enumeratetbllows:

* Survey on self organizing sensor networks.

* Survey on sensor networks coverage.
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» Development of a distributed deployment alioni for integrating

Hexagonal coverage with digital hormone model (DHM)

» Framework for the mobile sensor relocationtfacking multiple

events.

» Development of a Java Simulator for validatithg proposed
deployment algorithm.

7.2 Future Work

Although the current work is complete to a cereitent, the complex
and fast developing field of sensor networks presithany challenges and
opportunities. The proposed algorithm can be imeleted on Cricketmotes

and BeeBot mobile platform.

115



References

[1]

[2].

[3]

[4]

[5]

Manohar Adari . "Configuring MobileSensdfsr Maximizing Event
Coverage”, M.Tech Thesis submitted under the guedarof
Prof.SantanuChaudhury, Electrical Engineering Deepamt, [T
Delhi.

S.Indu, Venu Kesam, Santanu Chaudhary and Aduktt&charyya,
“Self Configuring Deployment Algorithm for Mobile eédsor

Network”.

S. Meguerdichian, F. Koushanfar, M. Potladgjand M. B.Srivastava,
“Coverage Problems in Wireless Ad-hoc Sensor Netsbrin
INFOCOM, pages 1380-1387, 2001.

A. Howard, M. J. Mataric, and G. S. Sukhatri®n incremental self
deployment algorithm for mobile sensor networks,lUténomous
Robots, Special Issue on Intelligent Embedded 8yste&September
2002.

Maxim A. Batalin and Gaurav S. Sukhatmepré&ding Out: A Local
Approach to Multi-robot Coverage,” In Proceedingé the 6th
International Symposium on Distributed Autonomou®b&ics
Systems, pages 373-382, June 25-27, 2002.

116



[6]

[7]

[8]

[9]

[10]

[11]

S. Poduri and G. S. Sukhatme. ” constrainedecage for mobile
sensor networks”. In IEEE International ConferenoeRobotics and
Automation, pages 165-172, 2004.

Bin Zhang and G. S. Sukhatme. ” controllinghser density using
mobility”.  In Proceedings of the Second IEEE Wdrigs on
Embedded Networked Sensors, pages 141 — 149, 2005.

Z. Bulter and D. Rus, “Controlling Mobile Ssars for Monitoring
Events with Coverage Constraints,” In Proc. of (BEE International

Conference on Robotics and Automation, pages 15683;12004.

M. Batalin and G. S. Sukhatme. "Coverage, ergion and
deployment by a mobile robot and communication etV
Telecommunications Systems Journal, special Issone\Xreless
Sensor Networks, 26:181-196, 2004.

F. Aurenhammer "Voronoi diagrams a survey affundamental
geometric data structure,” ACM Computing Surveysl. 23, pages
345-406, 1991.

G. Wang, G. Cao, and T. L. Porta. "Movemestsisted sensor
deployment”. Proceedings of 23rd International f€oence of IEEE

Communications Society, Mar 2004.

17



[12]

[13]

[14]

[15]

[16]

[17]

Mohammad llyas, Imad Mahgoub. Handbook of seenNetworks:
Compact Wireless and Wired Sensing Systems

Z. Ge, P. Ji, J. Kurose and D. Towsley, “drahaker: Signaling for
Dynamic Publish/Subscribe Applications,” 11th |IEHEEernational

Conference on Network Protocols(ICNP), November3200

Deepak Ganesan, Alberto Cerpa, Wei Ye, Yan Yarry Zhao, and
Deborah Estrin. "Networking Issues in Wireless Sendetworks,”
Journal of Parallel and Distributed Computing (JBD&pecial issue
on Frontiers in Distributed Sensor Networks, To App Elsevier
Publishers.

Alan Mainwaring, Joseph Polastre, Robert Sz, David Culler,
and John Anderson. "Wireless Sensor Networks forbitda
Monitoring,” Proceedings of the 1st ACM internatabnworkshop on
Wireless sensor networks and applications, pages78&eptember
2002

Y. Zou and K. Chakrabarty, "Sensor deploymeamd target
localization based on virtual forces,” in Procegdirof INFOCOM
Systems, March 2003.

Joseph A. Paradiso, Thad Starner. "Energgv@nging for Mobile
and Wireless Electronics™, IEEE Pervasive Compgitipages 18-27,
January 2005.

118



[18]

[19]

[20]

[21]

[22]

[23]

[24]

Weixiong Zhang, Zhidong Deng, Guandong Wadrays Wittenburg,
and Zhao Xing. "Distributed Problem Solving in Sen$letworks”,
In Proceedings of the first international joint &mence on
Autonomous agents and multiagent systems, page9&B8ACM
Press 2002.

K. S. J. Pister, J. M. Kahn, and B.E. Bos&mart dust: Wireless
networks of millimeter-scale sensor nodes”, Highiié\rticle in 1999

Electronics Research Laboratory Research Summaag. 1

Scott Camazine et al.” Self-Organization imolBgical Systems”,
Princeton Studies in Complexity, Princeton Univigriress, 2001.

Y.Yao and G.B. Giannakis.” Energy Efficigatheduling for Wireless
Sensor Networks” IEEE Transactions Communicati®us, 53, No.
8,August 2005.

S.S. Dhillon, K. Chakrabarty and S. S. lyantSensor Placement for

Grid Coverage under Imprecise Detections” .

M. Rahimi, H. Shah and G.S. Sukhatme “Stadythe Feasibility of

Energy Harvesting in a Mobile Sensor Network”.

J. Cortes, S. Martinez, T. Karatas and HI@B“Coverage control for
mobile sensing networks” IEEE Transactions on Ricbotand

Automation.

119



[25]

[26]

[27]

[28]

[29

[30]

Wei-Men Shen, Peter Will and Aram Galstyanrtdone Inspired
Self Organization and Distributed Control of RobotSwarms,
Autonomous Robots 17, pp 93-105, Kluwer AcademibliBbers,
2004.

Chee-Yee Chong, Srikanta P. Kumar. ” Seréetworks: Evolution,
Opportunities, and Challanges”. Proceedings of IEE€E, Vol. 91,
No. 8, August 2003.

Jean-Franois Chamberland, Venugopal V. Vedlia\Decentralized
Detection in Sensor Networks |EEE Transactions Oign&
Processing, Vol. 51, No. 2, February 2003.

Ramanarynan Vishwanathan, Pramod K. Varshnsiributed
Detection With Multiple Sensors: Part IFundamengsceedings of
the IEEE, Vol. 85, No. 1, January 1997.

J. H. Reif and H.Wang, “Social Potential FgldA Distributed
Behavioral Control for Autonomous Robots,” Roboticand

Autonomous Systems, vol. 27, pages 171-194, 19909.

Holger Karl, Andreas Willig. ” Protocols andrchitectures for
Wireless Sensor Networks”. John Wiley & Sons, 36-20805.

120



[31] C. Y. Chang and C. T. Chang. " Hierarchical ll@ar-Based
Management for Mobile Hosts in Wireless Ad-Hoc Nextks”.
Computer Communications, Vol. 24, pages 1554-18601.

[32] P. Eugster, P. Felber, R. Guerraoui, and Arrmkarrec, “The Many
Faces of Publish/Subscribe,” ACM Computing Survexs, 35, no.
2, pp. 114-131, June 2003.

[33] W. Zhang, G. Cao and T. La Porta, “Data Dissmtion with Ring-
Based Index for Wireless Sensor Networks,” The 11BEE
International Conference on Network Protocols (IGNRovember
2003.

121



