CHAPTER 1

INTRODUCTION

1.1 OBJECTIVE

The objective of this dissertation is to study tbeting algorithms in wireless sensor
networks. The performance of routing algarntitan be evaluated on the basis of
energy x delay metrics, because sensors have dirbatery power. It will also compare
the performance of Fibonacci series based ener@yeaalgorithm, PEGASIS (Power-
Efficient GAthering in sensor information systeragd Chain based Binary scheme.

1.2 BACKGROUND

Due to the explosive growth in cellular subscribger the past couple of years, users
want the flexibility and mobility that come with mless networks. At the same time
device technology has improved to the point wheday’'s devices are smaller, cheaper,
and more energy efficient than in the past. Suchtapte devices with wireless
networking capability allow us to get closer to thgeal of “anytime, any where”
connectivity to voice, video and data services.

The wireless channel presents several networkiralestges not found in the wired
domain, due to the limited resources, of the chiane the portable devices.

The challenges in designing network protocols tioeee are to overcome these

limitations.

» Limited channel bandwidth
Authorities regulate what Bandwidth particular netks can access and with how
much power nodes are allowed to transmit. Thist$irtie amount of BW that can
be given to each user of the network, requiringdbaidth efficient protocols to
maximize utility of the network

» Limited node energy
Devices that access the wireless channel are gitetable, obtaining, energy

from a local a battery .This limits the amount okryy available to the node,



affecting the lifetime of the networks .Protocolosld therefore try to minimize

energy dissipation to maximize node lifetime.

» Electromagnetic wave propagation
The radio wave is scattered as it propagates thrdlg environment. Therefore
the power in the wave at the receiver (and heneesignal to noise ratio (SNR)
depends on the distance between the transmitteresmedver. This precludes the
use of collision detection to determine if two ned&re trying to access the
channel at the same time .thus it is necessarydate clearly defined media

access control (MAC) protocols to minimize collisso

» Error prone channel
Errors can be caused by environment, e.g. whedihgs, cars block a direct, line
of sight path between the transmitter and receisercollision can occur between

messages from different nodes.

» Time varying conditions
The errors on the channel will vary over time, las €énvironment in which the
transmitter and receivers are located changes dfeiletit nodes begin and end

their own transmissions.

» Mobile nodes: Node mobility creates routing difficulties as nedmove in and

out of communication range with each other.

These are the general ideas that can be used tooove these limitations. Low energy
protocols will help extend the limited node enerfinally, adaptive routing, MAC and
link layer protocols can be used to overcome thme tvarying conditions of the wireless
channels and node mobility.



1.3 PROBLEM STATEMENT

Sensor webs consisting of nodes with limited bgtgEawer and wireless communication
are deployed to collect useful information from fiedd. Gathering sensed information in
an energy efficient manner is critical to operatihg sensor network for a long period of
time. If each node transmits its sensed data djrexthe base station, then it will deplete
its power quickly. So the problem is to minimize tenergy and it is also important to
consider delay incurred in gathering sensed dawa.h@/e suggested a Fibonacci series

based energy aware algorithm to optimize energgrggnx delay metric.

1.4 THEAPPROACH

The work started with a requirement specificatioat were quite unspecific so the initial
weeks were used to try out what could be done amat wouldn’t. Since it was hard to
find an obvious solution to the optimization prablat the start, the implementation part
didn’t get so extensive. The work in the beginnimgs also of mixed characteristics,
literature studying and experimental implementatidowever at the end implementation

part was finished.



CHAPTER 2
WIRELESS SENSOR NETWORKS

2.1 OVERVIEW OF WIRELESS SENSOR NETWORKS

A network is formed because we need things to bmdd as collective or collaborative
way so that all parts of the network share the wogkl in distributive way. So the main
stress will be in reference to the communicatiefdfi

Wireless network communication area has been ielight in recent years and will
continue to be the center of attraction becausésobbvious advantages. But on the
flipside of the advantages there are many limitetiavhich invite some serious research
work in this field. We also have different situatispecific applications. So we need
wireless protocols to, implement the specific needs

A wireless sensor network is a collection of nodeganized into a cooperative network

Each node consists of processing capability (ormaane microcontrollers, CPUs or DSP

chips), may contain multiple types of memory (peogr data and flash memories), have
a RF transceiver (usually with a single omni-diil@tal antenna), have a power source
(e.g., batteries and solar cells), and accommodat®us sensors and actuators. The
nodes communicate wirelessly and often self-orgaafter being deployed in an ad hoc
fashion [5].

Currently, wireless sensor networks are beginninget deployed at an accelerated pace.
It is not unreasonable to expect that in 10-15 /¢laat the world will be covered with
wireless sensor networks with access to them \ealtkternet. This new technology is
exciting with unlimited potential for numerous ajgption areas including environmental,
medical, military, transportation, entertainmenisis management, homeland defense,

and smart spaces [12].

Also the boundary associated with a node can nowdle defined because it changes

randomly as it depends upon many constraints ldisenlevel and environmental factors.



One major problem is that the medium in which we going to transmit the information

is open air and hence, more prone to error. Fomel&ain wireless communication the

bit error rates are of order ftbut in wired communication it is T(in fiber optic

cables)

2.2MAJOR CONSTRAINTS IN WIRELESS NETWORKS

While using wireless network some constraints are:

It should be simple in use, like wired network coonmgcation.

It should be generic i.e., it should be compatiblgh other related
technologies.

The security threats must be focused.

The efficiency in power usage must be there.

The quality of service (QoS) must be guaranteed.

2.3 CHARACTERISTICS OF SENSOR NETWORKS [19]

The sensor nodes are small in size.

The nodes are tough enough to be put in harsh tdincandition
(excessive pressure and temperature).

The nodes have very limited in resources such asang computational
power, communication range and most importantlyelbaipower.

The sensor networks are self-organizing and selfiged because there is
rarely any human intervention. All nodes have thdwe like in proactive
manner.

The deployment of sensor nodes is totally distifguin nature. The node
density is thus varying at different places. Dughis reason one can find
dense as well as sparse region in the same topology

Like other networks there is no scope of the hariaal addressing or flat
addressing in case of sensor networks. And duligaeason there is lack

of any IP address or a single global identifierdaingle node.



. The data which is to be communicated in the semstwork is very
redundant because of large number of nodes to seasame data.
. In order to maintain the connectivity nodes mustalbéve even if they

need not to be active for sensing data [11].

2.4 QoS CHALLENGES IN SENSOR NETWORKS

While sensor networks inherit most of the QoS isduam the general wireless networks,
Their characteristics pose unique challenges. Tdllewing is an outline of design
considerations for handling QoS traffic in wirelsgmsor networks [8]:

2.4.1 Bandwidth Limitation

A typical issue for general wireless networks isusmg the bandwidth needed for
achieving the required QoS. Bandwidth limitatiorgesng to be a more pressing issue for
wireless sensor networks. Traffic in sensor netwa#&n be burst with a mixture of real-
time and non-real-time traffic. Dedicating avaifdandwidth solely to QoS traffic will
not be acceptable. In addition, simultaneously gisimultiple independent routes will be
sometime needed to split the traffic and allowrf@eting the QoS requirements. Setting
up independent routes for the same flow can be eenyplex and challenging in sensor
networks due energy constraints, limited computatidgesources and potential increase

in collisions among the transmission of sensors.

2.4.2 Removal of Redundancy

As mentioned in section 2.3, sensor networks hagacterized with high redundancy in
the generated data. For unconstrained traffic,ieitton of redundant data messages is
somewhat easy since simple aggregation functionddmsuffice. However, conducting
data aggregation for QoS traffic is much more caxpComparison of images and video
streams is not computationally trivial and can cons significant energy resources. A
combination of system and sensor level rules wbeltecessary to make aggregation of
QoS data computationally feasible. For examplea dggregation of imaging data can be
selectively performed for traffic generated by sgapointing to same direction since the

images may be very similar. Another factor of cdesation is the amount of QoS traffic



at a particular moment. For low traffic it may benm efficient to cease data aggregation
since the overhead would become dominant. Dedpitedmplexity of data aggregation
of imaging and video data, it can be very rewardimogn a network performance point-
of-view given the size of the data and the freqyerfdhe transmission.

2.4.3 Energy and Delay trade-off

Since the transmission power of radio is propoglaio the distance squared or even
higher order in noisy environments or in the nait-ferrain [14], the use of multi-hop

routing is almost a standard in wireless sensowardss. Although the increase in the
number of hops dramatically reduces the energy wuoed for data collection, the

accumulative packet delay magnifies. Since packetuopg delay dominates its

propagation delay, the increase in the number pshman, not only slow down packet
delivery but also complicate the analysis and thedling of delay-constrained traffic.

Therefore, it is expected that QoS routing of semksda would have to sacrifice energy
efficiency to meet delivery requirements. In aduiti redundant routing of data may be
unavoidable to cope with the typical high errorerat wireless communication, further

complicating the trade-off between energy consuompdind delay of packet delivery.

2.4.4 Buffer size limitation

Sensor nodes are usually constrained in processidgstorage capabilities. Multi-hop
routing relies on intermediate relaying nodes foriag incoming packets for forwarding
to the next hop. While a small buffer size can wdrlffering of multiple packets has
some advantages in wireless sensor networks. Huestiransition of the radio circuitry
between transmission and reception nodes consuomssderable energy [6] and thus it
is advantageous to receive many packets prior nowaiaing them. In addition, data
aggregation and fusion involves multiple packetsitMhop routing of QoS data would
typically require long sessions and buffering otmvarger data, especially when the
delay jitter is of interest. The buffer size limita will increase the delay variation that
packets incur while traveling on different routesda@ven on the same route. Such an
issue will complicate medium access scheduling arake it difficult to meet QoS

requirements.



2.4.5 Support of Multiple traffics

Inclusion of heterogeneous set of sensors raisdspie technical issues related to data
routing. For instance, some applications might mega diverse mixture of sensors for
monitoring temperature, pressure and humidity efstarrounding environment, detecting
motion via acoustic signatures and capturing thagenor video tracking of moving
objects. These special sensors are either deplagegpendently or the functionality can
be included on the normal sensors to be used omntknikReading generated from these
sensors can be at different rates, subject to skvguality of service constraints and
following multiple data delivery models. Therefosjch a heterogeneous environment

makes data routing more challenging.



CHAPTER 3
WIRELESS SENSOR NETWORK MODELS AND DESIGN

ISSUES

3.1 ARCHITECTURE DESIGN ISSUES

System Architecture and Design Issues Dependingthen applications, different

architectures and design goals/constraints have beasidered for sensor networks.
Since the performance of a routing and MAC protecate closely related to the
architectural model, in this section we try to captarchitectural design issues and

highlight their implications [8].

3.1.1 Network Dynamics

There are three main components in a sensor netWbdse are the sensor nodes, sink
and monitored events. Aside from the very few sethpat utilize mobile sensors, most of
the network architectures assume that sensor naestationary. On the other hand,
supporting the mobility of sinks or cluster-heads sometimes deemed necessary.
Routing messages from or to moving nodes is moadlestging since route stability
becomes an important optimization factor, in additio energy, bandwidth etc. The
sensed event can be either dynamic or static depgod the application . For instance,
in a target detection/tracking application, thergv@henomenon) is dynamic whereas
forest monitoring for early fire prevention is araenple of static events. Monitoring
static events allows the network to work in a re&ctnode, simply generating traffic
when reporting. Dynamic events in most applicatioeguire periodic reporting and
consequently generate significant traffic to beteduo the sink.

3.1.2 Node Deployment

Another consideration is the topological deploymet nodes. This is application
dependent and affects the performance of the uminotocol. The deployment is either
deterministic or self-organizing. In determinissduations, the sensors are manually

placed and data is routed through pre-determinédaspin addition, collision among the



transmissions of the different nodes can be mirechithrough the pre-scheduling of
medium access. However in self-organizing systetims, sensor nodes are scattered
randomly creating an infrastructure in an ad hommea [5]. In that infrastructure, the
position of the sink or the cluster-head is alsacial in terms of energy efficiency and
performance [9]. When the distribution of nodesn® uniform, optimal clustering

becomes a pressing issue to enable energy efficegwork operation.

3.1.3 Ease of deployment

Sensor networks may contain hundreds or thousahdedes, and they may need to be
deployed in remote or dangerous environments atigwisers to extract information in

ways that would not have been possible otherwises flequires that nodes be able to
communicate with each other even in the absen@stablished network infrastructure

and predefined node location.

3.1.4 Node Communications

During the creation of an infrastructure, the pescef setting up the routes is greatly
influenced by energy considerations. Since thestrassion power of a wireless radio is
proportional to distance squared or even higheeronmd the presence of obstacles [14],
multi-hop routing will consume less energy thanedir communication [1] [10].
However, multi-hop routing introduces significantechead for topology management
and medium access control. Direct routing wouldqrer well enough if all the nodes
were very close to the sink [15]. Most of the tisensors are scattered randomly over an
area of interest and multi-hop routing becomes ai®ble. Arbitrating medium access

in this case becomes cumbersome.

3.1.5 Data Delivery Models

Depending on the application of the sensor netwibid,data delivery model to the sink
can be continuous, event-driven, query-driven ayfatitl [16]. In the continuous delivery
model, each sensor sends data periodically. Intedrdren and query-driven models, the
transmission of data is triggered when an eveniirscar a query is generated by the sink.

Some networks apply a hybrid model using a comlmnadf continuous, event-driven
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and query-driven data delivery.

3.1.6 Node Capabilities

In a sensor network, different functionalities daassociated with the sensor nodes. In
early work on sensor networkall sensor nodes are assumed to be homogenous [17]
having equal capacity in terms of computation, camitation and power. However,
depending on the application a node can be deditata particular special function such
as relaying, sensing and aggregation since engdlgenthree functionalities at the same
time on a node might quickly drain the energy aitthode. Some of the hierarchical
protocols proposed in the literature designateuatet-head different from the normal
sensors. While some networks have picked cluseaeds from the deployed sensors [15],
in other applications a cluster-head is more powelfan the sensor nodes in terms of
energy, bandwidth and memory [11]. In such casesbtirden of transmission to the sink

and aggregation is handled by the cluster-head.

3.1.7 Data Aggregation/Fusion

Since sensor nodes might generate significant dhindata, in some applications
similar packets from multiple nodes can be aggesjaso that the number of
transmissions would be reduced. Data aggregatiothascombination of data from
different sources by using functions such as siggwa (eliminating duplicates). Some
of these functions can be performed either paytiall fully in each sensor node, by
allowing sensor nodes to conduct in-network datlucgon. As computation would be
less energy consuming than communication [16], tamtigl energy savings can be
obtained through data aggregation. This technigae lbeen used to achieve energy
efficiency and traffic optimization in a number futing protocols. In some network
architectures, all aggregation functions are assigio more powerful and specialized
nodes. Data aggregation is also feasible throughakiprocessing techniques. In that
case, it is referred as data fusion where a nodapable of producing a more accurate
signal by reducing the noise and using some teckesiguch as beam forming to combine
the signals [16]. Data aggregation makes mediurassccontrol complex since redundant

packets will be eliminated and such elimination wabjuire instantaneous medium access
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arbitration. In such case, only CSMA and CDMA-ba®$¢AC protocols are typically

applicable leading to an increase in energy consomp

3.1.8 Latency
Data from sensor networks are typically time séritso it is important to receive the
data in a timely manner [2].

The above design issues are summairzig Table 3.1;

Design Issue Primary Factors
Network Dynamics Mobility of node, target and sink
Node Deployment Deterministic or ad hoc
Node Communication Single-hop or multi-hop
Data Delivery Models Continuous, event-driven, gudriven, or
hybrid
Node Capabilities Multi-or single function; homogeus or

heterogeneous capabilities

Data Aggregation/Fusion In-network (partially orllyy or out-of-
network
Latency Synchronization

Table 3.1: Architectural Design Issues

3.2 NETWORK MODELS FOR SENSOR NETWORKS

There are basically four communication paradigmsdigssemination and aggregation
(routing, querying and discovery).in the next satiwe comparatively discuss the trade
of these paradigms, how they deal with design ehgks.

3.2.1 DATA CENTRIC

In this type of network model the sink node senderigs to certain WSN regions and
waits for data from WNs located in the region stdldcBecause data are being requested
through queries, attribute-based naming is necgdsaspecify the properties of data.

Due to the large number of nodes deployed, in M&IBNS it is not practical to assign
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global identifier to each node [13]. This, alongttwpotential random deployment of
WNs, makes it challenging to select specific WN&éoqueried. Hence data are typically
transmitted from every WN with in the deploymengiom; this gives rise, however, to
significant redundancy along with inefficiencies t&rms of energy consumption. It
follows that it is desirable to have routing praitscthat will be able to select a set of
sensor nodes and utilize data aggregation duri@getaying of data. This has led to the
development of data centric routing. The followiage the protocols which uses data

centric network model:

» Sensor protocols for information via negotiatio ([S)
* Rumor routing

* Directed diffusion

* Gradient-based routing (GBR)

» Constrained anisotropic diffusion routing (CADR)

3.2.2 HIERARCHICAL

A single-tier (cluster point) network can cause ttlaster head node to become
overloaded, particularly as the density of sensocseases. This, in turn, can cause
latency in event status delivery. To permit WSNsl¢al with a large population of WNs
and to cover a large area of interest, multipolostering has been proposed [18]. The
goal of hierarchical routing is to manage the epergnsumption of WNs efficiently by
establishing multihop communication within a partar cluster [10], and by performing
data aggregation and fusion to decrease the nuofbeansmitted packets to the sink.

The following are the protocols which uses hieraanetwork model [1]:

Energy-adaptive clustering hierarchy (LEACH)

Power-efficient gathering in sensor informationteyss (PEGASIS)

Threshold-sensitive energy-efficient sensor netwaydtocol (TEEN)

Adaptive threshold-sensitive energy-efficient semsgiwork protocol (APTEEN)
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3.2.3 POSITION CENTRIC

If we see sensor networks as a way to instrumenptiysical world, the reported data
almost always has to be associated with a pos{gog., temperature map or motion
detection). While global coordinates and compatibilare desirable, the Global
Positioning System (GPS) may not always be usedusecof line-of-sight conditions,
form factor and power requirements, or cost. Thablgm of positioning nodes in the
field has been addressed by many research comesiniision, networking, robotics,
and signal processing. Many of these solutionsat@dapt directly to the size and power
constraints of the sensor, but careful design efstnsor may enable hardware features
that allow for effective positioning.

Because sensor networks’ main goal is to monitorsighl space, their operation is
intrinsically linked to location. In many casesnakes more sense to address an area of
sensors by their location rather than by their tRIrasses [6]. The position-centric
approach uses positions of nodes as a primary nmeaddress and route packets. In its
simplest form, called Cartesian forwarding, if aus@® knows the position of the
destination; it forwards packets to the neighbasest to the destination. This method
was actually mentioned in the 1970s, in the corméxthat were then called packet radio
networks, precursors of today’s ad hoc networks.

The position-centric way of addressing comes witmwmber of advantages and
disadvantages. One good thing about it is thaketieno need for routing tables in the
network, since every node can decide how to forwpadkets based only on the
destination of the packet and some locally gatheénéokmation about its immediate
neighbors. Another positive aspect is independefroen mobility: as long as
intermediate nodes with known positions exist betwsource and destination, routing is
performed without the penalty of route discovedad updates.

The disadvantage is that the source must know aigi@n of the destination. However,
this is an implicit requirement in many applicasotike sensor networks that relay all
data to a unique known collection of static sin&s,when the requester of the data

includes its position with the request.
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The following are the protocols which uses positentric network model [1]:
*  Minimum energy communication network (MECN)
e Small minimum energy communication network (SMECN)
* Geographic adaptive fidelity (GAF)
» Geographic and energy aware routing (GEAR)

3.2.4 Q0S-ORIENTED
Quality of service (QoS) aware protocols consided-®-end delay requirement in
setting up the paths in the sensor network. Thieviahg are the protocols which uses
hierarchical network model [1]:

* Sequential assignment routing (SAR)

» Stateless protocol for end-to-end delay (SPEED)
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CHAPTER 4

WIRELESS SENSOR NODE ARCHITECTURE

4.1 FUNCTIONS OF WIRELESS SENSOR NODES
The term sensor network constitute of differentsees in any particular area where the
network is established. Generally, a sensor netwgohikghly distributed in nature. In this
network very large number of sensors is deployedsehsor is a micro-electro-
mechanical device.
Typically, a wireless sensor node (or simply semsate) consists of sensing, computing,
communication, actuation, and power componentssé&ltemponents are integrated on a
single or multiple boards, and packaged in a felicinches. With state-of-the-art, low-
power circuit and networking technologies, a semsate powered by 2 AA batteries can
last for up to three years with a 1% low duty cyelerking mode. A WSN usually
consists of tens to thousands of such nodes tmamcmicate through wireless channels
for information sharing and cooperative procesghg].
Wireless node design needs to be supported [1]:

* Intrinsic node functionality

» Signal processing

e Compression

» Forward error correction and encryption

» Control and actuation

» Clustering and in-network computation

* Self assembly communication

* Routing and forwarding

» Connectivity management
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4.2 BASIC HARDWARE COMPONENTS OF WSNs:

Antenna

Sensing unit 1 Sensing unit 2 Processing Unit
Processar
Sensor ADC Sensor ADC Transceiver
Storage
Power unit
Location finding system Power Generator Mobilizer/Actuator

Figure 4.1: Hardware component of WSNs

> Power: An appropriate energy infrastructure or supplynécessary to support

operation from a few hours to months or years (depeg on the application).

» Computational logic and storage: These are used to handle onboard data
processing and manipulation, transient and sham-testorage, encryption,
forward error correction (FEC), digital modulati@nd digital transmission. WNs
have computational requirements typically rangimognf an 8-bit microcontroller t
a 64-bit microprocessor. Storage requirements #jfyicang from 0.01 to 100
gigabytes (GB).

> Sensor transducer: The interface between the environment and the W khe

sensor. Basic environmental sensors include, btitlinoted to, acceleration,

humidity, light, magnetic flux, temperature, pragswand sound.
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» Communication unit: This unit mainly responsible for the data exchawgh
other nodes. There are paths between this unitpuitbessing unit as well as with
storage unit. Whenever a request will come for jpawgicular data/ message then
the processing unit will perform the required comapion and then inform the
communication unit to transfer it further. When ade will receive any
data/message then also it will inform the procegsinit and store it accordingly
instructed by the processing unit.

4.3 BASIC SOFTWARE COMPONENT OF WSNSs:

Anteimia
Henaor Dittrer
Comtmunication:
Location-finding system Diiveer . Networking/Topolgy
(optional) Ilind
Application
I obilizet A ctuator . Commutication; .
D -
(optional) et Radio i
Operating System(0)
Processar Memory Storage

Figure 4.2: software components of WSNs
» Operating system (OS) microcode (also called middievare): This is the board

common microcode that is used by all high-levelarossident software modules
to support various functions. The purpose of arratpey system is to shield the
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software from the machine level functionality ofethmicroprocessor. It is
desirable to have open-source operating systemgneesspecifically for WSNs;
OSs typically utilizes an architecture that enahbigsid implementation while
minimizing cod size. TinyOS is on such examplecbenmonly used OS.

Sensor drivers: These are the software modules that manage hasitidns of

the sensor transceivers; sensors may possibly dentidular/plug-in type, and
depending on the type and sophistication, the gp@te configuration and
settings must be uploaded into the sensor (driskiedd the application software

from the machine —level functionality of the sengpother peripheral).

Communication processors:This code manages the communication functions,
including routing, packet buffering and forwardintppology maintenance,
medium access control (e.g., contention mechanighinect-sequence spread-

spectrum mechanisms), encryption, and FEC.

Communication drivers: These software modules manage the radio channel
transmission link, including clock synchronizati@ignal encoding, bit recovery,

bit counting, signal levels, and modulation.
Data processing mini-apps:These are numerical, data-processing, signal-value

storage and manipulations, or other basic apptinatithat are supported at the

node level for in-network processing.
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CHAPTER 5
ROUTING STRATEGIES IN WIRELESS SENSOR
NETWORKS

5.1 INTRODUCTION
Before discussing about routing strategies, we teile following assumptions about

network [14].
» Each sensor node has power control and the abolityansmit data to any other
sensor node or directly to the BS.
» Sensor network contains homogeneous and energyraimesl sensor nodes with
initial uniform energy.
» Every node has location information of other nodes

* There is no mobility

A simple approach to accomplishing this data gathetiask is for each node to transmit
its data directly to the BS. Since the BS is tylyclcated far away, the cost to transmit
to the BS from any node is high so nodes will cgeyvquickly. Therefore, an improved

approach is to use as few transmissions as pogsilthee BS and reduce the amount of
data that must be transmitted to the BS in ordeednice energy. Further, if all nodes in
the network deplete their energy levels unifornthen the network can operate without

losing any nodes for a long time.

Another important factor to consider in the datthgeng application is the average delay
per round. Here, we assume that data gatheringlsoae far apart and the only traffic in
the network is due to sensor data. Therefore, ttatesmissions in each round can be
completely scheduled to avoid delays in channeéss@nd collisions. The delay for a
packet transmission is dominated by the transmisBioe as there is no queuing delay
and the processing and propagation delays aregitdglicompared to the transmission
time. With the direct transmission scheme, noddishaive to transmit to the base station

one at a time, making the delay a total of N u(otse unit per transmission, where N is
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equal to the number of nodes). To reduce delay, raresls to perform simultaneous
transmissions.

In sensor networks, data fusion helps to cedthe amount of data transmitted
between sensor nodes and the BS. Data fusion cesibime or more data packets from

different sensor measurements to produce a siragleep, as described in [5].

5.2 ENERGY x DELAY REDUCTION FOR DATA GATHERING IN

SENSOR NETWORKS
Why energy x delay metric? Clearly, minimizing emeror delay in isolation has

drawbacks. For battery operated sensors, longeviymajor concern and priorities can
be entirely different when energy reserves becomgeted. Energy efficiency often

brings additional latency along with it. Minimizirgglay is not always practical in sensor
network applications. Maximizing the throughputnet the best strategy for energy-
critical links. Generally, increased energy savimgsne with a penalty of increased
delay. However, several practical applications legits on acceptable latency, as
specified by QoS requirements. For example, tha dathering delay per round may
have a bound. Therefore, there is a tradeoff betveeergy spent per packet and delay;

energy x delay is an appropriate measure to optifiezwireless sensor networks.

5.3LOW - ENERGY ADAPTIVE CLUSTRING HIERARCHY
(LEACH)

Low—energy adaptive clustering hierarchy (LEACH)isouting algorithm designed to
collect and deliver data to the data sink, typicallbase station. The main objective of
leach iq3]:

* Randomized, adaptive, self-configuring cluster fation

» Extension of the network lifetime

* Low -energy media access control (MAC)

* Use of data aggregation and compression to redigceumber of communication
messages
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To achieve these objectives, LEACH adopts a hiareat approach to organize the
network into a set of clusters. Each cluster is agad by a selected cluster head. The
cluster head assumes the responsibility to carrymultiple tasks.

The first task consists of periodic collection ata from the member of the cluster. Upon
gathering the data, the cluster head aggregates an effort to remove redundancy

among correlated values [1]

The second task of a cluster head is to transraitatigregate data directly to the base
station. The transmission of the aggregate dataclseved over a single hope. The

network model used by LEACH is shown in fig. 5.1.

The third task of the cluster head is to createDMA- based schedule whereby each
node of the cluster is assigned a time slot thaait used for transmission. The cluster
head advertise the schedule to its cluster meniiveugh broadcasting. To reduce the
likelihood of collision among sensors within andsde the cluster, LEACH nodes use a
code division multiple accesses (CDMA) based schiameommunication.

22



O Cluster hlember

. Cluster Head

Figure 5.1: LEACH network model

The basic operations of LEACH are organized in digbinct phases [3].

The first phase, the setup phase, consist of tepsstcluster head selection and cluster
formation. The second phase, the steady-state pliaseses on data collection,
aggregation, and delivery to the base station. duration of the setup is assumed to be
relatively shorter than the steady-state phaseitomze the protocol overhead.

At the beginning of the setup phase, a round ddteldhead selection starts. The cluster
head selection process ensures that this roleesotainong sensor nodes, there by

distributing energy consumption evenly across afwork nodes.
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At the completion of cluster head selection pro@mssy node that was selected node to
become a cluster head advertisement its new roltha@orest of the network. Upon
receiving the cluster head advertisement, eachinemganode selects a cluster to join.
The selection criteria may be based on the recesigathl strength among other factors.
The nodes then inform their selected cluster héateir desire to become a number of

clusters.

Upon cluster formation each cluster head create dasidibutes the TDMA schedule,
which specifies time slots allocated for each meandsehe clusters. Each cluster head
selects a CDMA code, which is than distributedlkon@mbers of its clusters. The code is
selected carefully so as to reduce inter clusterfierence. The completion of the set up
phase signals the beginning of the steady stateeplturing this phase nodes collects
their information and use their allocated slotstramsmit to the cluster head the data
collected. This data collection performs periodicalSimulation results show that
LEACH achieves significant saving. These savingpedd primarily on the data
aggregation ration achieved by the cluster head.

Despite these benefits, however LEACH suffers sdvanortcomings. The assumption
can reach the base station in one hop may not dlestre, as capabilities and energy
reserves of the nodes may vary over times fromrwte to another. Further more the
length of the steady state period is critical thi@ging the energy reduction necessary to
offset the overhead cost by the cluster selectimtgss. A short steady state period

increases the over head, whereas a long periodaadyto cluster head energy depletion.

LEACH exhibits several properties which enables fretocol to reduce energy
consumption. Energy requirement in LEACH is disitédd across all sensor nodes,
assumes the cluster head role in round robin fashased on their residual energy.
LEACH is a completely distributed algorithm, regug no control information from the

base station. The cluster management is achiewdlylovhich obliterates the need for

global network knowledge. Furthermore, data agdregdy the cluster also contributes
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greatly to energy saving as nodes are no longeinezjito send their information directly

to the sink.

Further improvements can be obtained if each namlanmunicates only with close

neighbors and only one designated node sends thkiged data to the BS in each round
in order to reduce energy. A new protocol basedhis approach, called PEGASIS
(Power-Efficient GAthering in Sensor InformationsEgms) would be discussed in the

next section.

5.4 POWER EFFICIENT GATHERING IN SENSOR INFORMATION
SYSTEMS (PEGASIS)

Power efficient gathering in sensor informationteyss (PEGASIS) and its extension,
hierarchical PEGASIS, are a family of routing antbrmation-gathering for WSNs. The
main objectives of PEGASIS are twofold. First thetpcol aims at extending the
lifetime of the network by achieving a high levélemergy efficiency and uniform energy
consumption across all network nodes [4]. Secoedptiotocol strives to delay incur on

their way to the sink.

Nodes are assumed to have global knowledge abbet sensors’ positions and they
have the ability to control their power to covebitrary ranges. The nodes may also be
equipped with CDMA capable radio transceivers. Tibdes responsibility is to gather
and deliver data to the sink, typically to a wissébase station. PEGASIS uses a chain

structure for data routing

The greedy algorithm would be used for constructthg chain. We could have
constructed a loop. However, to ensure that allesdthve close neighbors. The greedy
approach to constructing the chain works well dnd iis done before the first round of
communication. To construct the chain, we starhwite furthest node from the BS

(select a node randomly if there is a tie).
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Figure 5.2: Chain construction using the greedpritigm

cl

The closest neighbor to this node will be the negtle on the chain. Successive
neighbors are selected in this manner among uadisibdes (with ties broken arbitrarily)
to form the greedy chain. We begin with the farthesde in order to make sure that
nodes farther from the BS have close neighborgdbe greedy algorithm; the neighbor
distances will increase gradually since nodes direan the chain cannot be revisited.
Fig.5.2 shows node cO connecting to node c3, n8deonnecting to node cl, and node
cl connecting to node c2, in that order. When aentids, the chain is reconstructed in

the same manner to bypass the dead node.

Alternatively, in a given round, we can use a sempbntrol token passing
approach initiated by the leader to start the ttatasmission from the ends of the chain.

The cost is very small since the token size is sengll [14].

e — =l c2 c3 c4

BS

Figure 5.3: Token passing approach
In Fig. 5.3, node c2 is the leader and it will pestoken along the chain first to node cO.

Node cO will pass its data toward node c2. Aftedenc2 receives data from node cl, it

will pass the token to node c4, and node c4 wilispiés data towards node c2 with data
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fusion taking place along the chain. PEGASIS pentodata fusion at every node except
the end nodes in the chain. Each node will fusenéghbor’'s data with its own to
generate a single packet of the same length amdtthesmit that to its other neighbor (if
it has two neighbors). In the above example, nddlevil transmit its data to node c1.
Node c1 fuses node c0’s data with its own and thersmits to the leader. After node c2
passes the token to node c4, node c4 transmitiaitsto node c3. Node c3 fuses node
c4’s data with its own and then transmits to thedér. Node c2 waits to receive data
from both neighbors and then fuses its data wghngighbors’ data. Finally, node c2
transmits one message to the BS. Thus, in PEGA&I&h node, except the two end
nodes and the leader node, will receive and transme data packet in each round and be
the leader once every N rounds. In addition, nodegive and transmit very small
control token packets. The simulation results @f lierarchical extension of PEGASIS

show considerable improvement over scheme suclEASH [14].

The chain based binary approach leads to signifieaargy reduction, as nodes operate
in highly parallel manner. The chain based bingggragation scheme has been used in
PEGASIS as an alternative to achieving high degfggarallelism with CDMA capable

sensor nodes will be discussed in the next section.

Problems of the current the PEGASIS protocol

The current PEGASIS protocol may have several prabl

as follows[9]:
» [Each sensor node is required to have extra lot@inmation about the wireless

sensor network.

* When the PEGASIS protocol selects the head nodeg th no consideration
about the energy of nodes.

* When the PEGASIS protocol applies to the greedgrélgn to the construct
chain, some delay may occur.

» Since the head node is a single, it may occur tebetck at the head node.

* When the PEGASIS protocol selects the head nodeg th no consideration

about the location of the base station.
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5.5 A CHAIN-BASED BINARY SCHEME

First, we consider a sensor network with nodes ldapaf CDMA communication. With
this CDMA system, it is possible for node pairsttt@mmunicate to use distinct codes to
minimize radio interference. Thus, parallel comneatibn is possible with 50 pairs for
the 100-node network of interest. In order to miaenthe delay, we will combine data
using as many pairs as possible in each level wigstlts in a hierarchy of gy levels.

At the lowest level, we will construct a linear ahamong all the nodes, as was done in
PEGASIS, so that adjacent nodes on the chain amyeFor constructing the chain, we
assume that all nodes have global knowledge ofn#tevork and employ the greedy
algorithm. The greedy approach to constructingdhain works well and this is done
before the first round of communication. To constiithhe chain, we start with the furthest
node from the BS. We begin with this node in ofdemake sure that nodes farther from
the BS have close neighbors. As in the greedy itgorthe neighbor distances will
increase gradually since nodes already on the ateinot be revisited. For gathering
data in each round, each node transmits to a clegghbor in a given level of the
hierarchy. This occurs at every level in the hielngr but the only difference is that the
nodes that are receiving at each level are the nobes that rise to the next level.
Finally, at the top level the only node remainini] toe the leader.

Suppose node i will be in some random position jt@ chain. Nodes take turns
transmitting to the BS, and we will use node numhbaod N (N represents the number

of nodes) to transmit to the BS in round i.

BS
7
c3
c3 « c7
cl - «¢c3 c5 — c7/
c0O - cl c2 —» c3 c4— ¢S5 c6 — c7

Figure 5.4: Data gathering in a chain-based bisahgme
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In Figure 5.4, for round 3, node c3 is the lea&mce, node c3 is in position 3 (counting
from 0) on the chain, all nodes in an even positidhsend to their right neighbor. Now
at the next level, node c3 is still in an odd positso again; all nodes in an even position
will fuse its data with its received data and semtheir right. At the third level, node c3
is not in an odd position, so node c7 will fusediégga and transmit to ¢3. Finally, node c3

will combine its current data with that receivedrfr c7 and transmit the message to BS.

The chain-based binary scheme performs data fisti@very node that is transmitting
except the end nodes in each level. Each noddus# its neighbor’s data with its own to
generate a single packet of the same length amdtthesmit that to the next node. In the
above example, node cO will pass its data to ndd&lode cl1 fuses node c0’s data with
its own and then transmits to node c3 in the nexll In our simulations, we ensure that
each node performs equal number of sends and esceafter N rounds of

communication, and each node transmitting to thénBshe of N rounds.

The chain-based binary scheme improves on LEACHsding energy and delay in
several stages. At the lower levels, nodes aresimating at shorter distances compared
to nodes transmitting to a cluster head in the LBA@rotocol, and only one node
transmits to the BS in each round of communicatidie. calculate the average energy
cost per round and the delay cost in the next enapt

5.6 FIBONACCI SERIES BASED ENERGY AWARE ALGORITHM:

An efficient Fibonacci series based hierarchicat@rol-HFTM (Hierarchical Fibonacci
Tree Multicast) is proposed for application layed dor multicasting [7].

The input of the algorithm is, number of nodes dgptl in an area or cluster. This
algorithm adopts the idea of Fibonacci series titman the number of nodes into parts
with different sizes. The Fibonacci serieg atisfies the following condition:f= 0,

f1=1, fn = fn_]_ + fn_2, |f n > 1.
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Algorithm description:

Input: member sequende= {d;, &, ds,........ ,.@) , dsis the cluster leader which serves

as the source noda; € ®. The number of membersdnisK . f, < K< fpi1

Output: a multicast tree constructed for all membed

1. If (K =2) ds send packets to the only destination;

2. If (K > 2)d is partitioned into two subsequenaesand @, where ds is
in the larger subsequence and the smaleircludesf,., members;

2.1 If (s>fp2) {O1= (dh, dp, Az .....Ck12) ; D2 = (Oi2+1, Kn2e2yevnnnnnnn d;}
Else;=(d1, 0 ......... dim2) @2 = (CGkin2+1,d km2+42,.......dk); }

2.2 If (s> fn2) { dsfirstly sends packets td; , then d, is in charge of multicasting
in ®; and ds is in charge of multicasting id,; }
Else {d; firstly sends packets tok.rn-2+1 then ds is in charge of multicasting

in®; and dg-im-2+1 IS in charge of multicasting i, ;}
3. Multicast packets frond; to all members i@, and from ds to all members
in®, (or multicast packets fronds to all members id; and from dg-fn-2+1

to all members i, ) by recursive calls Algorithm 1.

Details of the above algorithm will we discussedhe next chapter.
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CHAPTER 6
ENERGY x DELAY ANALYSIS FOR DATA GATHERING

6.1 RADIO MODEL FOR ENERGY CALCULATIONS
There is some fixed amount of energy cost in thectednics when transmitting or

receiving a packet and a variable cost when tratisignia packet which depends on the
distance of transmission and this additional amaifirenergy is directly proportional to
d. If each node transmits its sensed data dird¢cttie base station, then it will deplete
its power quickly. The equations used to calculetesmission costs and receiving costs
for a k-bit message and a distance d [14] are sHmmiow:

A) Transmitting:

E ¢ (K, d) = Erx-etec(K) + Evx—ampl(k, d)

E 1x (K, d) = Esiec X K +€ampx k x of

B) Receiving:

Brx (K) = Erx - eledK)

Brx(K) = BelecX K

There are several elegant routing algorithms toesthhe above problem. In this chapter
we will compare the delay and energy for PEGASIBai@ Based Binary Scheme and
Fibonacci Series Based Energy Aware Algorithm dised in Section [5.6]

Consider the example, for linear network whereNhaodes are along a straight line with
equal distance of d between each pair of nodeghen8S at a faraway distance from all

nodes. The direct approach will require high enexgst and the delay will be N as nodes
transmit to the BS sequentially.

6.2 DELAY AND ENERGY ANALYSIS FOR PEGASIS [4]:
The PEGASIS scheme forms a chain among the semstasnso that each node will
receive from and transmit to a close neighbor.

* Delay=N-1

« Energy cost = (N - 1) xd

« Energy x Delay Cost = (N - 13d
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6.3 DELAY AND ENERGY ANALYSIS FOR CHAIN BASED
BINARY SCHEME [14]

Consider the distance between two nodes is d, lagyl dre linearly distributed. In the
binary scheme with perfect parallel transmissiondata, there will be N/2 nodes
transmitting data to their neighbors at distance dhe lowest level. The nodes that
receive data will fuse the data with their own data will be active in the next level of
the tree. Next, N/4 nodes will transmit data toitiieighbors at a distance 2d and this
procedure continues until a single node finallysmaits the combined message to the BS.
Thus, for the binary scheme, the energy cost eill b

N/2 x &+ N/4 x (2df+ N/8 x (4df+.......ccovveeenn, +1 x (N/2 * df
Since the distance doubles as we go up the higraftterefore,
N2 X X (LH2+F 4+ i N2)

Which equals N (N - 1)/2 xd
We can approximate the total energy cost for thardyischeme to be:
N?/2 x d?,
Hence,
* Delay = logN
« Energy cost = (RV2) x of
« Energy x Delay Cost =N2 x of x log,N

Therefore, for this linear network, the binary soeewill be more expensive than
PEGASIS in terms of energydelay but the delay performance is quite well@sgared
to PEGASIS [14].

6.4 DELAY AND ENERGY ANALYSIS FOR FIBONACCI SERIES
BASED ENERGY AWARE ALGORITHM:

6.4.1 Basic Assumptions:
» All sensor nodes are homogeneous.
e The distance between two nodes is d unit.

* All the nodes have CDMA capability.
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» All nodes are location aware and have knowledgeitatithers location.

» Parallel transmission is possible between two nodes

* A node cannot receive data from two nodes simuttasly, i.e., a node can
receive data from a single node at any time instant

* A node takes only one time unit to transmit datagmeighboring node and does
not depend upon how far the neighboring node iatéxt

* The head node is heavily charged as compared tottlex nodes. This can be
easily done because the location of head nodeasl fin Fibonacci Series based
Energy aware algorithm.

* Nodes are deployed in an area such that the destamim the fixed head node to
the base station is minimum.

» Data fusion occurs at every node except the endsj)ad produce a single packet.

Here, we are using the concept described in seffidjin wireless sensor network to
reduce the delay and energy x delay. The given eummbnodes divided into two parts.
Then recursively grouping is done and finally aginnode collects the fused data. The
nodes which send final data to the base statioalisd head node. Head node can be any

node in the given sequence.

6.4.2 Head Node selection:
Applying Fibonacci series based energy aware dlgarionce to the given number of
nodes, breaks the number of nodes into two palts.ldst node of first part or the first
node of second part is considered as a head nedause the energy can be optimized
only at this node. But we have used first node exfosd part as a head node in our
analysis.
If we follow the above criteria to select the heaode, energy and delay can be
optimized. This can be shown by the following exéap
For N = 3 (N is the no. of nodes), there are three possésli

(A) If node 1 is head node then the energy costi¢bd 4df)

(B) If node 2 is head node then the energy costig&d+ of)

(C) If node 3 is head node then the energy cost iszafs@ + of)
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ForN=3
¢ o o d o
2
44 P
&) Total Energy Cost = 5d° B) Total Energy Cost = 2

C) Total Energy Cost=2 ¢

Figure 6.1: Energy cost for N =3

The same approach can be applied for any numbewdds. Take another example.

ForN=5

(A) If node 5 is head node then the energy costfigd® + of + of + 4cf)
(B) If node 4 is head node then the energy costfigd® + d + of + o)
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ForN=5

42 &
“@/\@| ® |
P
5 % L e
442
&) Total Energy Cost=7 d*
ForN=5§
d? d?

B} Total Energy Cost =4 4

Figure 6.2: Energy costfor N =5
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ENERGY ANALYSIS

We have calculated energy cost for some nodese.gor

For N=2

d2

1 @
Total Energy = 1 d?

Figure 6.3: Energy cost for N = 2
ForN=4
42

Total Energy Cost=3 g2

Figure 6.4: Energy costforN=4
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ForN=10

@ 9 ({\(\@ ”
U ﬁ@ O ®
| O/\@ | | 1@ |

Total Energy Cost =20 ¢

Figure 6.5: Energy cost for N =10
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DELAY ANALYSIS

We will find out total time delay to receive thetaldrom different nodes to the head

node. As we have already assumed that simultartesmusmission is possible between
two nodes but two nodes can not transmit data samebusly to a node. Consider an
example for N = 10. Break these nodes into grogpsraing to Fibonacci series based
energy aware algorithm. Data transfer at diffetanes:

* At Time T1: Node 1 sends data to node 2, node 4 to node &, étalnode 7 and

node 10 to node 9

 AtTime T2: Node 2 sends data to node 3, node 7 to node 8

* At Time T3: Node 3 sends data to node 5

* At Time T4: Node 5 sends

ForN=10

T4

T1 T2 T1

H\ ), 9 {

Total Tine =5

Figure 6.6: Delay cost for N = 10

Similarly for different values of number of nodése delay calculation takes place as

follows:

ForN=2
T1

J B

Total Tune = 1

Figure 6.7: Delay cost for N = 2
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For N=3

Total Time = 2
Figure 6.8: Delay cost for N = 3

ForN=4
T1 Tz TZ=
|| ' | &
Total Titne =3

Figure 6.9: Delay cost for N = 4

For N=5
T3
Tl T2 T1
|| l | |® ®|
Total Tune = 3

Figure 6.10: Delay cost for N =5
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CHAPTER 7
PERFORMANCE COMPARISON OF PEGASIS, CHAIN
BASED BINARY SCHEME AND FIBOONACCI
BASED ENERGY AWARE ALGORITHM

SERIES

Based upon the formula’s discussed in section [§&B] and [6.4], we will calculate

delay and energy x delay for these three algorithms

DELAY ENERGY*DELAY
FIBONACCI FIBONACCI
NUMBER SERIES SERIES
OF BINARY | BASED BINARY | BASED
NODES | pgGASIS | SCHEME | ENERGY PEGASIS | SCHEME | ENERGY

AWARE AWARE

ALGORITHM ALGORITHM
2 1 1 1 4 2 1
3 2 2 2 8 4
4 3 2 3 16 16 9
5 4 3 3 25 30 16
6 5 3 4 36 47 32
7 6 3 4 49 69 36
8 7 3 4 64 96 50
9 8 4 5 81 129 95
10 9 4 5 100 167 100
11 10 4 5 121 210 105
12 11 4 5 144 259 132
13 12 4 6 169 313 156
14 13 4 6 196 374 306
15 14 4 6 225 440 312
16 15 4 6 256 512 318
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17 16 5 6 289 591 324
18 17 5 6 324 676 348
19 18 5 6 361 767 354
20 19 5 6 400 865 378
21 20 5 6 441 969 483
22 21 5 7 484 1080 931
23 22 5 7 529 1197 938
24 23 5 7 576 1321 945
25 24 5 7 625 1452 952
26 25 5 7 676 1589 980
27 26 5 7 729 1734 987
28 27 5 7 784 1885 1035
29 28 5 7 841 2043 1057
30 29 5 7 900 2209 1216
35 34 6 8 1225 3142 2816
40 39 6 8 1600 4258 2880
45 44 6 8 2025 5561 3048
50 49 6 8 2500 7055 3304
55 54 6 8 3025 8745 3872
60 59 6 9 3600 10633 8388
65 64 7 9 4225 12723 8532
70 69 7 9 4900 15017 8820
75 74 7 9 5625 17519 9324
80 79 7 9 6400 20231 9687
85 84 7 9 71225 23154 10413
90 89 7 10 8100 26293 24320
95 94 7 10 9025 29647 24440
100 99 7 10 10000 33223 24610

Table 7.1: Algorithms Comparison Analysis

41




SIMULATION RESULTS
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Figure 7.1: Delay performance
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ENERGY*DELAY
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Figure 7.2: Energy x Delay performance
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CHAPTER 8
CONCLUSION

Simulation results show that fibonacci series basee@rgy aware algorithm has
advantage over PEGASIS in terms of delay and, daresnodes energy x delay product
also gives significant results.

Delay of fibonacci series based energy aware dlgurihas delay almost equal to the
chain based binary scheme. But energy x delay ptaafufibonacci series based energy

aware algorithm is much better than chin basedrpiseheme.

If the number of nodes lies around 34 to 55 ando589, then the product of energy and

delay comes out to be much better than PEGASIS.

It also shows that if we consider energy x delagydpct then there will be trade-off

between delay and energy.

Energy will be drastically increased, and beconwstant until the next node evaluated
will be in the fibonacci series. In short energylwe constant for the number of nodes

which does not lie in fibonacci series.

Future Scope

In future we wish to research further for the solutof above mention drawback. Area
can be divided into number of clusters considetiregfibonacci series and the location of

base station may be reduced further to increaskfé¢hiene of the network.
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APPENDIX A
CODE FOR DELAY AND ENERGY ANALYSIS IN PEGASIS

#include<stdio.h>
#include<conio.h>
#define MAX 100

int main()

{
int N[MAX];
clrscr();

printf("number of nodes\t delay\t energy*delayjn™)
for(int i=2; i<MAX; i++) n[i] = 1i;

for (i=2; i<KMAX; i++)
printf("%d\t\t %d\t\t%d\n", n[i], n[i-1], (n[i1]*n[i-1]));
getch();

return O;

CODE FOR DELAY AND ENERGY ANALYSIS IN CHAIN BASED BINARY
SCHEME
#include<stdio.h>
#include<conio.h>
#include<math.h>
#define MAX 100
int main() {
int n[MAX], chainBasedBinary[MAX], energyDelay[MAK

clrscr();
for(int i=1; i<KMAX; i++) n[i] =1i;
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for (i=1; i<MAX; i++) {
double temp = (log10(nl[i]) / log10(2));
chainBasedBinary[i] = ceil(temp);
energyDelay[i] = ceil ( n[i] * n[i] * temp / 2);
printf("For node %d, ChainBasedBinary Delay = %hergy*Delay =
%d\n",n[i], chainBasedBinary[i], energyDelay]i]);
}
getch();

return O;

CODE FOR DELAY AND ENERGY ANALYSIS IN FIBOONACCI SERIES
BASED ENERGY AWARE ALGORITHM

[*Fibonacci multicast tree*/

#include <stdio.h>

#include <math.h>

#include <malloc.h>

#include <conio.h>

#define MAX 100

int fib[20]; //arrary to contain first 19 fiboneicnumbers
Mfillfib() fills fib[]

float fibo[MAX];

int getFib(int node);

void fillfib()

{
int sizfib, j;
sizfib = sizeof(fib)/sizeof(int);
fib[0] = 1,
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fib[1] = 1;
for(j=2; j<=sizfib; j++)
{
fib[j] = fib[j-1] + fib[j-2];

}

INlargefibsearch(num) searches largest fibonaceiber less than num
int largefibsearch( int searchnum )
{

int low, high ,mid;

searchnum--;

high = (sizeof(fib)/sizeof(int)) - 1;

low =0;

/Ibinary search used to search array
while( low < high)

{
mid = (low + high )/ 2;
if( searchnum < fib[mid] )
high = mid-1 ;
else
low = mid+1 ;
}

if( fib[high] > searchnum )
return fib[high-1];
else
return fib[highl];
}

struct tree

{

int val; //number of nodes



int dwt; /[calculated final value for val nodes
struct tree *right; //right fibonacci subtree
struct tree *left;  //left fibonacci subtree
3
/[calc[culate]dwtl[eft]part will calculate and foraill nodes
/lof left partition subtree
int calcdwtlpart( struct tree *parent )
{
int distwit;
struct tree *temp;
if( parent->val == 3)
parent->dwt = 2;
else if( parent->val == 2)
parent->dwt = 1,
else if( parent->val == 1)
parent->dwt = 0;
else //make rt & It son
{
temp = ( struct tree * ) malloc( sizeof( struee ) );
parent->left = temp;
temp = (' struct tree * ) malloc( sizeof( struete ) );

parent->right = temp;

parent->left->val = largefibsearch( parent->val )

parent->right->val = parent->val - parent->lefta¥

parent->left->dwt = calcdwtlpart( parent->left/)assign not needed
parent->right->dwt = calcdwtlpart( parent->right

distwt = pow( parent->right->val, 2 );

parent->dwt = parent->left->dwt + parent->righdwet + distwit ;
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}

return parent->dwt ;
}
/[calc[culate]dwtr[ight]part will calculate and forall nodes
/lof right partition subtree
int calcdwtrpart( struct tree *parent )
{
int distwt;

struct tree *temp;

if( parent->val == 3)
parent->dwt = 2; //2d"2
else if( parent->val == 2)
parent->dwt = 1; //1d"2
else if( parent->val == 1)
parent->dwt = 0;
else //make rt & It son
{
temp = (' struct tree * ) malloc( sizeof( struete ) );
parent->left = temp;
temp = (' struct tree * ) malloc( sizeof( struete ) );

parent->right = temp;

parent->right->val =largefibsearch( parent->val )
parent->left->val = parent->val - parent->righta¥
parent->left->dwt = calcdwtlpart( parent->left/assign not needed
parent->right->dwt = calcdwtlpart( parent->right

distwt = pow( parent->left->val, 2);

parent->dwt = parent->left->dwt + parent->righdwet + distwt ;
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}

return parent->dwt ;
}
int main( int argc, char **argv )
{
struct tree rootleft;
struct tree rootright;
int numnodes; //number of nodes for which claliton to be done
inti, j, temp, delay[MAX];
clrscr();
fibo[0] = fibo[1] = 1;
delay[0] = delay[1] = O;
delay[2] = 1; delay[3] = 2;
for(i=2; i<MAX; i++)
fibo[i] = fibo[i-1] + fibo[i-2];
for(i=3; i<MAX; i++) {
temp = getFib(i);
if(temp==0)
delayl[i] = delay]i-1];
else
delay[i] = delay[i-1] + 1;
}
fillfib();
[lprintf("\nnumnodel\tleftsubtree\trightsubtritetal\n");
printf("\nnumNode\tDelay\tEnergy\tEnergy*Dela});
for( numnodes=2; numnodes<=MAX; numnodes++ )
{
rootleft.val = largefibsearch( numnodes );
rootleft.dwt = calcdwtlpart( &rootleft );
rootright.val = numnodes - rootleft.val,

rootright.dwt = calcdwtrpart( &rootright );
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printf("%4d\t", numnodes) ;
[lprintf("%8d\t", rootleft.dwt );
Iprintf("%9d\t", rootright.dwt );
printf("%8d\t", delay[numnodes]);
printf("%4d\t", rootright.dwt+rootleft.dwt+1 );//Added to add 1d"2
printf("%8d\n", delay[numnodes] * (rootright.dwiBatleft.dwt+1) );
}
/lreturn O;
getch();
}
int getFib(int node) {
for(int i=0; i<MAX; i++) {
if (node == (fibo[i]+1) )
return fibol[i];
else if(node < fiboli])

return O;
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