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Abstract
In this paper, a comprehensive study on dynamic system performance of three area interconnected power systems when subjected to small load perturbations is carried out. For the present study, three power system models are identified. To investigate the system dynamic performance, optimal control design and integral control strategy are implemented in the wake of 1% step load disturbance. The three & four area-interconnected systems are simulated and studied through Matlab’s Simulink software. In the following study, performance of AGC for thermal, hydro and gas based power systems are examined by the application of integral controller and optimal controller.     In the present work:

1. Integral controller is used to restore the frequency to its nominal value. Controller minimizes the change in frequency in all the three and four area and the tie line power change. Change in tie-line power should also be minimized because if there is any load change in any area, then the extra power required can be get from other area but for this tie-line should be capable of transmitting this extra power but as the agreement done by the system tie-line has a prespecified capacity, so the external action should take place in area where the change has occurred to keep the change in tie-line power minimum.
2. Designing an optimal controller for an interconnected system through optimal control strategy using the Forsha-Elgerd approach and hence to study the dynamic responses for small perturbations in any area.

3. Optimal load frequency control of three area interconnected system.

CHAPTER 1 INTRODUCTION

· Automatic generation control
· Objective of AGC

· Load frequency or real power control

INTRODUCTION

AUTOMATIC GENERATION CONTROL
Automatic generation control (AGC) is defined by IEEE as the regulation of the power output of  electric generation within a prescribed are in response to changes in system frequency, the line loading or the regulation of these to each other, so as to maintain the scheduled system frequency or the established interchange with other areas within predetermined limits. AGC has evolved rapidly from the time when the function was performed manually, through the days of analog systems to the present application of sophisticated direct digital control systems. The AGC problem has been extensively studied the last four decades. Most of the work concentrates on the net interchange tie line bias control strategy making use of the area control error (ACE). The existence of ACE means that there is excess or deficient of spinning stored energy is required to restore the system frequency to scheduled value.
Many authors have reported the early work on AGC. Cohn has extensively studied the static aspect of the net interchange tie line bias control strategy. On the static analysis basis Cohn has inferred that, for minimum interaction between control areas, the frequency bias setting of a control area should be matched to the combined generation and load frequency response of the areas. However, no analysis has been made regarding deciding the magnitude of gain setting for the supplementary controllers.
Work reported in literature on AGC pertains to either two-area thermal or hydro-hydro or combination of these two but there is no or very little work on AGC for multigenerational thermal system, hydro system and gas system. In a mixed power system it is usual to find as area regulation or gas generation or gas generation or in combination of both.In the present work, integral controller and optimal control design are used to restore the frequency to its nominal value and their dynamic responses are compared for system consisting of thermal, hydro and gas based generation. 
It is always desirable that total generation should be equal to the load demand and system losses to operate an interconnected power system successfully. But due to mismatch in the above condition and desired perturbations, the system may deviate from its nominal frequency value and it may disturb the scheduled power exchanges to the other areas. This will always produce undesirable effects. The control hierarchy for the above said problem has been previously. One of the most important among them in AGC (Automatic Generation control).
In interconnected power system, it is also desired to maintain the tie-line power slow at a given level irrespective of load change in any area. AGC is a problem of regulating the power output of electrical generators within the prescribed control area in response to change in frequency and tie-line loading. So as to maintain the scheduled system frequency and also the established interchange with other area predetermined limits. IEEE has proposed the following definitions "the regulation of power output of electric generation within a prescribed area in response to change in system frequency, tie-line loading or the relation to each other, so as to maintain the scheduled system frequency and /or the established interchange with other area predetermined limits" [1]. AGC is a necessity for proper operation of an interconnected power system. Automatic generation control equipments are installed on each generator in modern large interconnected power system networks. AGC is a feedback control system whose task is to control or maintain net interchange and frequency at scheduled values. The generator output, tie-line flows and frequency are measured with set points and adjusted to correct the errors in the control qualities accordingly.  
The function of AGC is to control the allocation of generation so as to maintain the frequency and net tie interchange under varying load conditions. For its proper operation, telemetric data of loading of generators, tie-line flows and frequency value are needed. Then running through the concerned software programmed, its sends raise of lower pulses to the units under control.
Objectives of AGC
The basic role if AGC to maintain the desired megawatt output of a generator unit and assist in controlling the frequency of larger interconnection. The AGC also helps to keep the net interchange of power between the pool members at predetermined values. Control action applied should be such that the different characteristics of units of various types (thermal, hydro, nuclear etc.) are taken in to amount. The AGC plays an important role in an interconnected power system to carry out the following objectives:                                                         
· Each area must regulate its own load disturbances, if possible.

· Each area must be contributed to the control of the system frequency. 

· In steady state, frequency and net tie-line interchanges must return to scheduled values in all areas.  

AGC earlier called as LFC (Load Frequency Control), is essentially a controlling link between the dispatch offices of an area. The last two of the above objectives are achieved by designing and efficient load frequency control (LFC) system. The first function involves another set of control actions namely active power dispatch. These two sets of control action help to maintain the active power generation in the system at economically optimum levels. There is also a need to maintain a balance between the reactive power generation and reactive power demand on the system and to ensure in proper dynamic stability of the system operation. The various generators are generally usually equipped with automatic voltage regulators (AVR) in order to meet these two requirements. 
Load Frequency or Real Power Control
Real power control is also referred to as Megawatt frequency or p.f control. The aim of this control is to maintain real power balance in system through control of system frequency. Whenever the real power demand changes, a frequency change occurs. This frequency error is amplified, mixed and changed to a command signal which is sent to a turbine governor. The governor operates to restore the balance between the input and output by changing the turbine input. Load frequency control (LFC) has gained in importance with the growth of interconnected systems and has made the operation of interconnected system possible. Today, it is still the basic of many advanced concepts for the control of the large systems.

CHAPTER 2 LITERATURE REVIEW
· AGC Strategy
· Types of power system model

· AGC focused on unit control

· AGC in deregulated power system

· A New Evaluation Method for AGC Unit’s Performance

· A Decentralized AGC Scheme for Competitive Electricity Markets

· A Comprehensive Analysis of Intelligent Controllers for LFC

· Optimal AGC Dispatching and Its Control Performance Analysis for the Distributed                                                            Systems with DGs
· Recent Philosophies of AGC 

LITERATURE REVIEW

The analysis and design of Automatic Generation Control (AGC) system of individual generator externally controlling large interconnections between different control areas plays a vital role in automation of power system. The purposes of ACG are to maintain system frequency very close to a specified nominal value to maintain generation of individual units at most economic value, to keep the correct value of tie-line power between different control areas. If the load is increased, AGC system increases, the mechanical torque by increasing the system flow rate to turbine to compensate the load by increasing the generator output I in an area. This process must be repeated constantly on a power system because the loads change constantly.

By changing the generation level, AGC system maintains the frequency constant in power system. Today’s power system consists of control areas with many generating units with outputs that must be set according to economics.

The sensitivity of power plant depends upon the response time taken by the automatic generation controller to control the frequency change due to load variation of governor control.

In present work, three control areas are considered having one turbine generator model. Each areas is connected by two tie lines with other two areas. The power flow over the transmission line will appear as a summation of tie-line powers of two connected areas. The direction of flow will be dictated by relative phase angle between areas, which is determined by relative speed deviations in the areas.

It is quite important to analyze the steady state frequency deviation, tie flow deviation and generator output for interconnected areas after a load change occurs. Such a control scheme would, of necessity, have to be recognized, if frequency decreases and net interchange power leaving the system increases or a load increase occurs outside the system.

For so many years, the problem of automatic generation control has been one of the most accentuated topics in the operation of autonomous and interconnected system. 

C.D Vournas, E.N. Dialynas [4] in 1989 developed and AGC algorithm developed for the supervisory control and data acquisition (SCADA) of the Hellenic interconnected system.

M Cohn [5] in 1996 has got the solution of AGC problem and its first practical application is decentralized control of large-scale dynamic systems.

Work reported in literature on AGC pertains to two-area thermal-thermal or hydro-hydro combination of these two but there is no or very little work on AGC for multi-generation thermal-hydro-gas system. In a mixed power system, it is usual ton find an area regulated by hydro generation interconnected to another areas regulated by thermal generation or in gas generation or in combination of both. The hydro power system differs from electric power system, in that the relatively lag inertia of water used as a source energy causes a considerably grater time lag in response may contain oscillating components caused by compressibility of water or by surge tanks while gas turbine have relatively low inertia compared to hydraulic units. They generally spin at higher speed and generator is of round rotor type. Following a sudden load rejection event, a low inertia machine can experience excessive over speed which can be harmful if over speed protection fails to operate. For such systems of widely different characteristics no work has been done to study automatic generation controllers.

Automatic Generation Control Strategy

  The history of automatic generation control strategy has started with the control of frequency of a power system, via the flywheel governor of the synchronous machine. When this technique was subsequently fond to be insufficient, a supplementary control was adjoined to the governor with the help of a signal directly proportional to the frequency deviation plus it's integral. Conventional ACG techniques were based on tie-line bias control which was based on two variables namely; frequency and tie -line power exchanges. Here these two variables are weighted together by a linear combination to a single variable called area control error (ACE). The feedback gains selected conventional control scheme are not based on any specific criterion, but are calculated in the basis of operating experience. The study of AGC schemes can be further classified based on the

Types of Power System Models:
·    Linear models

·    Non linear models

·    Continuous and discrete models

  Over the last two-three decades, most of the work carried out on AGC problem has been to consider a liberalized two or multi -area power system model. Elgerd and Fosha [2] presented work on AGC of a two area power system model consisting of non-reheat thermal plants. A considerable work has been done by other researchers on AGC of two area interconnected power systems consisting of reheat/non-reheat thermal plants. A number of research articles have also been reported regarding ACG regulator designs and dynamic system performance assessment of hydrothermal plants. The frequency and tie-line power responses of a two area hydrothermal system with fixed gain settings of conventional integral controller were investigated by kirchmayer [36]. P.Kumar and co-workers [8] have comprehensively investigated feasibility of suboptimal AGC regulators for a two area hydrothermal power system using output vector feedback as well as limited state feedback control strategy.

However, only a limited number of research papers can be found for AGC of interconnected power systems with system models including non-linearity as compared to those that consider linear models of the power system. Although small signal analysis is justified for studying system response for small perturbation, it is essential to compensate for system non-linearity when operating over a wide range of operating conditions. Moreover, the implementation of control strategies designed by considering liberalized model on an essentially non-linear system do not ensure of the system under large perturbation. E.B. Shahrodi and A. marched [9] have studied the dynamic behavior of AGC systems incorporating the effects of non-linear ties according to their positions in the control loops. It was revealed that the adverse effects of the non-linearity are pronounced when the linear model at operating point has lightly damped critical modes. The effect of non-linear ties can be minimized by increasing the damping of these modes.       

       Most of the work reported so far concerning AGC of interconnected power systems involves continuous time power system models. The development of digital computers motivated the researchers to use digital control schemes, which are inherently discontinuous processes. For this an AGC regulator designer has to resort to the discrete time analysis for optimization of the AGC strategies. The area control error representing generation mismatch in an area can be derived in discrete mode by sampling the tie-line power and system frequency and then transferring over the telemeter links. Unlike the continuous-time system, the control vector in the discrete mode is constrained to remain constant between the sampling instants. Bohn and Miniesy [6] have analyzed the effect of the sampling period on the system dynamic performance using discrete model of a single area power system. Later on, M.L. Kothari and co-workers [11] have studied the AGC in discrete mode of a 2-area reheat thermal system with new area control error.

The amount of work reported concerning the AGC of interconnected power systems using the classical control theory is limited. The regulators designs based on classical control theory is limited to the systems having single input and single out put formulation. Elgerd and Fosha [2] and other researchers have presented their work on AGC which were essentially concerned with the classical approach to determine the optimum integrator gain for area control errors. M.L. Kothari and co-workers [11] have studied some aspects of sampled data AGC of two area power system with the controllers based on classical control approach. The investigations carried out reveal that this approach will result in relatively large overshoots and transient frequency deviation. 

    The classical control theory which uses frequency response methods such as Nyquist, Bode and root locus methods, leads to the systems that are stable and satisfy a set of more or less arbitrary performance requirements. Such systems are, in general, not optimal in any meaningful sense. As modern MIMO power systems become more and more complex, the classical control theory, which deals with SISO systems, becomes entirely powerless for MIMO systems. However, the approach using modern control theory permits to cope with the increased complexity of modern plants. The recent developments in modern control theory are control problems. The design of AGC regulators based on classical control theory is generally based on trial and error procedure, which in general, will not yield an optimal system performance. Whereas the regulator design based techniques using modern control theory enables the engineers to design optimal control system with respect to given performance criteria. A wide range of research papers are available on optimal controller designs.

 The optimal controllers are based on the control law which is a function of all states of the system, and since all the system states are not accessible and measurable, the implementation of such regulators imposes the practical problems. The idea of sub-optimal controller design come about to overcome this problem imposed by optimal controllers. An AGC regulator design technique based on the output vector feedback control strategy has been used, treating the problem as output zeroing problem and making use of matrix minimum principle by K. Venkateswarlu and A.K. Mahalanabis [7].
 The regulator designs using modal control theory have also been proposed for analyzing the AGC systems. Based on the state-augmentation approach of Tripathy and Davison [4], the AGC regulator designs have been proposed using modal control theory and the performance of these regulators was compared with those obtained with regulators designed using optimal control theory. A non-linear optimization technique has been applied to achieve ther desired pole locations for AGC problem of multi area power system incorporating a DC link.
In the early days, the tie-line bias control used to be implemented by assuming that each area may be considered in isolation so that the area control could be decided on the basis of the response characteristics of the area decoupled from the other areas. Elgerd and Fosha [3] assumed the load disturbances to be known and deterministic. They proposed a proportional controller disregarding the steady state requirements and compensation of load disturbances. In those designs insensitivity to small disturbances has been emphasized. The main limitation of the work presented on AGC considering centralized control strategy is the need to exchange information from control areas spread over distantly connected geographical territories along with their increased computational and storage complexities.
In view of the increasing power demands, modern power systems are growing in size to cope with the increasing power demands. Hence, in view of the limitations mentioned earlier, it is difficult to implement the AGC algorithm in a centralized manner. There is a wide range of research papers available on the decentralized AGC control strategy for large scale continuous and discrete time systems. The decentralized AGC control strategies have been proposed by reconstructing measurement matrix for a two area hydrothermal power system by P. Kumar and his fellows [8]. An appreciable amount of research work has been contributed by M. Aldeen [12] relating the decentralized LFC of interconnected power systems considering the different aspects of the problem.
   A multilevel system approach has been applied to design AGC strategies. Using singular perturbation theory a linear optimal AGC regulator design based on multi-time scale approach has been reported. A two –level sub-optimal controller has been proposed by Bohn and Miniesy [5]. However, this approach does not ensure zero steady state errors. Later, a multilevel finite optimal controller design has been reported which ensures zero steady state error.

 Automatic Generation Control Focused on Unit Control

         When the concepts of automatic generation control (AGC) were first developed, the only control loops was for the control area. Driving the measured control area net interchange to a given scheduled value was the control objective and raise and lower contact closures actuating governor speed changer motors was the control mechanism. The same raise or lower pulse was simultaneously broadcast to each unit on control even though the duration of each pulse could be manually adjusted to recognize individual unit size and/or ability to regulate. Generation was blindly raised or lowered to force net interchange to the desired value. 

To complete the design of this early area controller, a frequency dependent bias for the scheduled net interchange was developed that modeled the change in area actual net interchange caused by area governor response and load change due to deviation from nominal system frequency. This allowed AGC (supplemental control) to position unit governor speed changers so that when system frequency returned to nominal, the area’s generation and load and hence actual interchange would adjust to the proper level via governor control; i.e., without need for additional supplemental control. This area tie-line bias control mechanism has been in constant use ever since with slight modifications for continuous time error correction.

Through the years, unit output control loops were added to AGC,  and power plant computers that control unit output and digital governors were added to the overall control scheme (sometimes unsuccessfully) but the basic goal of performing area closed loop control has remained unchanged.

The paper presented by R.K. Green [14] takes the basic objective of area control, recognizes the availability of unit control mechanisms, and transforms AGC into a form that allows the focus to be on unit control rather than area control. The approach taken is to define a typical AGC process, simplify it to its most fundamental elements, redistribute terms within the basic equations and then add back features to the transformed process. The resultant AGC adheres to the same fundamental principles as classic AGC but from a different viewpoint.

The advantages that transformed AGC has over conventional AGC are summarized as: Current AGC uses global interconnected system frequency (which a single control area cannot control) as a driving force for both the area and unit control loops. This often causes unit response to frequency deviations that are unnecessary and undesirable. Transformed AGC eliminates the need for frequency as an input variable, using only local area measurements and schedules to drive the proportional control. Integrated system frequency and tie-line measurement errors are handled as after-the fact correction terms. By eliminating frequency (and bias estimates) from the control loop, transformed AGC provides steadier system frequency and smoother unit control. A governor set point or coordinated controller set point is a 60 Hz set point by design. Conventional AGC often sends the wrong set point value (a target for actual generation) to the unit 60 Hz set point controller. Transformed AGC calculates 60 Hz set points, thereby improving the AGC/plant interface and enhancing system control. Transformed AGC is compatible with conventional AGC. There is nothing to prevent one control area from executing transformed AGC while others use conventional AGC. For system frequency to have significant improvement, a significant portion of interconnect would need to use the new process.

Automatic Generation Control in Deregulated Power System

       Load frequency control (LFC) used for many years as part of the automatic generation control (AGC) in power systems around the world. In the synchronous Nordic power system, however, this function (termed secondary control) has so far been handled with manual control actions. Increased operational strain due to new HVDC connections in the next decade (1998) will make it increasingly difficult to maintain the current manual control system. In the paper presented by Bjorn H. Bakken & Ove S. Grande [16], a model of the interconnected power systems of Norway and Sweden is used to show how introduction of AGC might aid the system operator in handling the increased strain. However, the classical LFC based on the area control error (ACE) is difficult to implement in a deregulated environment. An alternative concept is thus introduced where selected units are automatically following load changes on the HVDC connections.

 A New Evaluation Method for AGC Unit’s Performance

In the paper presented by ZOU Bin & XU Wei-hong [27], a new method for evaluating AGC generators performance has been developed. At first, the control performance assignment of the control area was given, which makes use of the correlation coefficient about the frequency error and the generation difference between total generation and the scheduling generation in control area as the control performance index, and the standard deviation of system frequency as judging standard. The control performance assignment is consistent with current control performance standards, such as control performance standards (CPS). And then according every generator’s distribution coefficient in automatic generation control, the control performance assignment was allotted to each generator, and it means the AGC generator’s performance standard. Also, when the generating command exceeded the AGC unit declaring scope, compensatory correcting method has been discussed. The simulation of automatic generation control system has validated correctness of the given method. 

  A Decentralized AGC Scheme for Competitive Electricity Markets
  The paper presented by Barjeev Tyagi & S.C. Srivastava [30] presents the design of decentralized automatic generation control (AGC) scheme for interconnected multi-area power system. The proposed controller incorporates various types of transactions taking place in a competitive electricity market. The controller has been designed by appropriately assigning the eigen structure of each isolated subsystem via state feedback satisfying the sufficient conditions for stability. The developed decentralized controller places the controllable modes of the closed-loop system at the desired locations. The functioning of the proposed decentralized controller has been demonstrated on a 39-bus New England system and a 75-bus Indian power system, and the results have been compared with those obtained by using a centralized control scheme. Compliance with the North American Electric Reliability Council standards for AGC has also been established.

In all the cases simulated, the area frequency error got eliminated in the steady,

State and Gencos and Discos shared the increase in demand of the area, as per their participation in the frequency regulation market. Results of the decentralized controller were compared with those obtained with a centralized LQR. It was observed that the response of the Gencos for bilateral contracts is the same with both the controllers. 

A Comprehensive Analysis of Intelligent Controllers for LFC
The objective of the load frequency control (LFC) of a power system is to maintain the frequency of each area and tie-line power flow (in interconnected system) within specified tolerance by adjusting the MW outputs of LFC generators so to accommodate fluctuating load demands. LFC is also simultaneous automatic generation control (AGC). Many investigations in the area of LFC problem of interconnected systems have been reported in the past. A number of control schemes have been employed in the design of load frequency controllers in order achieve better dynamic performance. Among the various types of load frequency controllers, the most widely conventional types used are the tie-line bias control and flat frequency control to achieve the above goals of the LFC; with schemes are based on the classical PID (Proportion integral and differential) controls which work on some function made up of the frequency and tie-line power deviations. Nevertheless these conventional systems have been successful to some extent.

This paper has been presented by H.D. Muthur and S.Ghose (29). The paper investigates major approaches of artificial intelligence (AI) techniques, like fuzzy logic, artificial neural network (ANN), hybrid fuzzy neural network (HFNN), genetic algorithm (GA) for one of the main power system control problems i.e. load frequency control. The conventional controls have their limitations on the part of being slow and handling non-linear ties. Since high frequency deviation may lead to system collapse, this necessitates an accurate and fast acting controller to maintain the constant nominal system frequency. The intelligent controllers are used for load frequency control for the single area system, multi area interconnected system. The performance of intelligent controllers with the conventional controllers has been thoroughly compared and analyzed. It was observed that 

Intelligent controllers were found more suitable in present day power system where complexity is gradually increasing day by day. 

Optimal AGC Dispatching and Its Control Performance Analysis for the Distributed Systems with DGs  

In the deregulated power system environment, to maintain system security and power quality, ancillary services are obtained by the system operator in the ancillary service markets. Automatic generation control (AGC) is procured as an ancillary service in the electricity markets; On the other hand, with the development of new generation technologies, Distributed generations (DGs) have been widely used in power systems for their immense benefits, for example, improve power quality and reliability, defer or avoid system expansion. Moreover, for the system operator, DGs have the potential to provide the ancillary services, such as AGC services. Usually, some of the conventional thermal generators are not willing to participate in the AGC market due to the opportunity costs caused. However the small-scale distributed generators are seldom able to compete with the central generators in the energy market, so that the opportunity costs for DGs are usually small. On the other hand, some generators with poor control performances may be forced to provide AGC capacities for meeting the AGC capacity requirement in the traditional AGC dispatching mechanisms. The development of DG technologies provides the opportunity to operate an effective and competitive AGC ancillary the trend of developing micro-grid; it is possible to use DGs to provide ancillary services as well as energy. Traditionally, AGC service is scheduled in the generation schedule. By providing generators’ capacities, the AGC service provided in a micro-grid is similar as that provided in a traditional power system. The only difference is that the service provided by a DG is usually smaller in scale.

 In the paper given by Lin Chen, Jin Zhong & Deqiang Gan [31], they have discussed the possibility of using DGs to provide AGC services. In a typical distribution system, assuming conventional thermal generators and distributed generators have been used to provide AGC services in the ancillary service market, the optimal AGC capacity allocation is obtained by the proposed AGC dispatching model. The optimal results with and without DGs providing AGC services have been compared from the economic point of view. Furthermore, then have evaluate the control performances of various types of generators and allocate the compensation cost of the AGC services to then in proportion to their individual contributions for reducing the area control error (AGC). The simulation results show the technical possibility of using DGs to provide AGC services; hence the cost allocation results can encourage the generators to provide AGC services.

 Recent Philosophies of AGC 

      Modem power generation control areas consist of large power plants and many industrial customers. High quality supply of the electricity increases the demand for automatic generation control in electric power network. For quickly satisfying the large load changes or other disturbances and enhancing the safety of the power system, the feed forward strategy and the nonlinear governor-boiler model in automatic generation control are investigated by Li Pingkang and Ma Yongzhen [17]. Some new concepts such as developing new algorithm for more effectively control; considering the whole boiler-turbine-generator model instead only the governor-boiler model for the load disturbances; understanding the interaction between the fast area control error loop and slow governor-boiler inner loop, have been discussed. Simulations of the automatic generation control with feed forward and pI controller have shown that these ideas are helpful to the AGC problem have been highlighted by Ibraheem, P.Kumar and co-workers [26]. AGC schemes based on parameters, such as linear & nonlinear power system models, classical & optimal control, centralized & decentralized, and multilevel control, has been discussed by them. AGC strategies based on digital, self tuning control, adaptive, VSS systems, and intelligent/soft computing control have been shown. Finally, the investigations on AGC systems incorporating BES/SMES, wind turbines, FACTS devices, and PV systems have also been discussed.

  The neural network has been recognized to offer a number of potential benefits for application in the field of control engineering. Particular characteristics of neural networks applicable in control include the approximation of non-linear functions, learning through examples and the ability to combine large amounts of data to form decisions or pattern recognitions. The neural technology offers much more benefit over the non-linear operating range. The fuzzy control concept departs significantly from traditional control theory which is essentially based on mathematical models of the controlled process. It has a unique characteristic of paying primary attention to the human’s behavior and experience, rather then to the process being controlled and due to this characteristic the fuzzy control is observed to be applicable and attraction for dealing with those problems where the process is so complex and ill-defined that it is either impossible or too expensive to derive a mathematical model which is accurate and simple enough to be used by traditional control methods, but the process may be controlled by human operators.

A research work describing a new approach to the design of a supplementary stabilizing controller for a HVDC transmission link using fuzzy logic was presented by P.K. Dash & others [22]. The designed fuzzy controller was structured with significant and observable variables and the fuzzy controller was equivalent to non-linear PI controller. The paper presented by G.A. Chown and R.C. Hartman [13] sets out the problems associated with secondary frequency control and AGC. The difficulties associated with optimizing the original standard AGC controller, the design. Implementation and optimization of the fuzzy controller and the operational performance of the new controller has been discussed. The fuzzy controller was integrated into the existing off the self AGC system with only a few modifications. The operational performance over two years showed an overall improvement of 50% in the reduction of control compared to the original AGC controller and an initial improvement of 20% in the quality of control of the optimized original controller. A novel approach of Artificial Intelligence (AI) techniques viz., fuzzy logic, artificial neural network (ANN) and hybrid fuzzy neural network (HFNN) for the AGC has been presented by D.M. Vinod Kumar [18]. To overcome the limitation of conventional controls i.e. slow and lack of efficiency in handling the system non-linear ties, intelligent controllers have been used for the single area system and to area interconnected power system the result shows that hybrid fuzzy neutral network (HFNN) controller has a better dynamic response i.e. quick in response, reduced error magnitude and minimized frequency transients.
CHAPTER 3   Load frequency control & Model formulation
· Load Frequency or Real Power Control

· Automatic Load Frequency Control Techniques

· Flat Frequency Control
· Flat Tie-Line Load Control
· Parallel Frequency Regulation
· Automatic Generation Control Techniques

· Selective Frequency Control

· Tie-Line load Bias Control

· Load frequency control
· GOVERNOR- TURBINE CONTROL OF AN ISOLATED SYSTEM

· Gas turbine model 
· Hydraulic turbine model
Load Frequency or Real Power Control

Real power control is also referred to as Megawatt frequency or p.f control. The aim of this control is to maintain real power balance in system through control of system frequency. Whenever the real power demand changes, a frequency change occurs. This frequency error is amplified, mixed and changed to a command signal which is sent to a turbine governor. The governor operates to restore the balance between the input and output by changing the turbine input. Load frequency control (LFC) has gained in importance with the growth of interconnected systems and has made the operation of interconnected system possible. Today, it is still the basic of many advanced concepts for the control of the large systems.

 Automatic Load Frequency Control Techniques

 Depending on whether one or the all the system have been assigned the job of maintaining the frequency constant and extend of tie line load required, the following methods are available for load frequency control of interconnected system.

 Flat Frequency Control 

 The job of maintaining the frequency constant is assigned to one machine or one station. This machine or station absorbs all the changes in the system load while all other machines carry constant loads. There is no control on tie-line power and frequency controllers are used on only the master machines. On master machines, the frequency controller can detect a frequency change of the order of 0.005 Hz. Flat frequency control has the advantage that new and more efficient machines can be made to carry the base load and the less efficient machines can act as the master machines for taking up load changes. The main disadvantage of this type of control is that it results in random variations in tie line powers.

 Flat Tie-Line Load Control

  The aim of this control is to keep the tie-line power constant irrespective of the load demands. The increase in demands of an area is met by increase in generation in that area. This control is used when a small and a large system are interconnected through a tie-line. The large system maintains the system frequency and the small system is controlled to keep the tie-line power constant. It is not suitable when two or more large system is interconnected because in such cases the tie-line power frequency deviation has a tendency to swing back and forth following a load change.

 Parallel Frequency Regulation 


  In this mode, all areas of the interconnected power system are involved in control strategy. All the areas respond to changes in load and regulate to maintain the frequency as a constant.

Automatic Generation Control Techniques

Automatic equipment permits various types of system control. The various methods discussed above can be performed with the help of automatic control equipments. It is obvious that automatic control is more convenient and efficient method. The following types of techniques are commonly used in practical automatic schemes:

 Selective Frequency Control

The common method of operating a large interconnected system assigns control to a central system, are then controlled on the basis of system frequency and tie-line loading. The tie-line loading as the basis of automatic control is used in the groups takes care of the load changes on its own system and does not aid the other systems in the groups for changes out side its own limits.

Tie-Line load Bias Control

  This is most commonly used method in which all the power systems in the interconnection aid in regulating frequency, regardless of where the frequency changes originates. The equipment consists of a master load frequency controller and a tie-line recorder measuring the power input on the tie, as for selective frequency control. The tie-line instrument biases the load frequency controller by changing the control point until the desired relationship exists between the tie-line loading and system frequency. 

LOAD FREQUENCY CONTROL

 Automatic generation control basically is the load frequency control which controls the real power & frequency. As we know that our real power & reactive power both are not steady & changes with rising or falling trends, so we have to regulate steam input & excitation of generator to match the real & reactive power contentiously.

The small change in real power is mainly dependent on change in rotor angle & thus the frequency. And the reactive power is mainly dependent on voltage magnitude i.e. on the generator excitation.

The most common power system control objectives are regulation, optimization and stabilization. The power system control analysis depends on simulation of system dynamic behavior. Simulation implies the existence of mathematical models for specific power system. The mathematical model generally includes the components of the power system that influence the electrical and mathematical powers of the machines. Automatic general control (AGC) was developed to both maintain a nearly constant frequency and to regulate tie line flows. This is done through the load frequency control (LFC). Load frequency control in electric power system represents the first realization of a higher level control system. It has made the operation of interconnected systems possible and today it is still the basis of any advanced concept for guidance of large systems. A peculiarity of LFC lies in the fact that each partner in the interconnection has equal rights and possibility being limited only by the installed power in the area and the capability of the tie-lines: thus it is not a centralized control system when total interconnection is considered.

Before moving into the interconnection system lets first consider the single area network. To understand the model we should know the turbine speed governing system as frequency changes depend on speed.

GOVERNOR- TURBINE CONTROL OF AN ISOLATED SYSTEM
The prime sources of electrical energy supplied by utilities are the kinetic energy of water and thermal energy derived from fossil fuels. The prime movers convert these sources of energy into mechanical energy that is, in turn, converted to electrical energy by synchronous generators. The prime mover governing system provide a means of controlling power and frequency, a function commonly referred to as load frequency control.

In a steam turbine the store energy of high temperature and high pressure steam is converted into mechanical energy, which then is converted into electrical energy in the generator.

The original source of heat can be a furnace fired by fossil fuel or biomass, or it can be nuclear reactor. It is the task of the turbine governor to control the control value such that the generator in question produces the desired power .the turbine governor and the dynamic properties of the turbine determine the power produced by a generator.
To make more realistic studies, appropriate mathematical models of steam turbines e.g. reheat non reheat steam turbines, hydro turbines and gas turbine are to be considered for the dynamic simulation of the system behavior. The important component for controlling the speed of the turbine is the governor. Governor for each system differs from other. Transfer function models for these turbine governors of references are used for the studies undertaken in this report.

Automatic generation control basically is the load frequency control which controls the real power & frequency. As we know that our real power & reactive power both are not steady & changes with rising or falling trends, so we have to regulate steam input & excitation of generator to match the real & reactive power contentiously.

The small change in real power is mainly dependent on change in rotor angle & thus the frequency. And the reactive power is mainly dependent on voltage magnitude i.e. on the generator excitation.
This section gives an overview of the modeling of turbines based. Figure below shows a block diagram how these turbine models that are used in study in the system models.


[image: image20]
Now construct the complete block diagram of LFC of an isolated power system (Single area case)

[image: image21]
Where, dXe is movement of steam valve,
dFs  is change in frequency, 
R is speed regulation of the governor,
typical value of R is 3.
Kg is gain of speed governor,
Tg is time constant of speed governor,
dPc is commanded increase in power.
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Where dPt is output power of turbine,
Kt is single gain factor &
Tt is single time constant of non reheat turbine,
typically the value of Tt is 0.2 to 2.0 second.
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Where dPd is change in load 
dPg is power swing in generating power due to change in load
Kp=1/D= power system gain
Tp =2H/Df=power system time constant
H is inertia constant of generator
D=dPd/df,
typical values of D is 0.01 pu.
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5.Block diagram representation of isolated power system load frequency control
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 Gas turbine model
A gas turbine cycle consists (1) compression of a gas (typically air), (2) addition of heat energy into the compressed gas by either directly firing or combustion the fuel in the compressed air or transferring the heat through a heat exchanger into the compressed gas followed by (3) expansion of the pressurized gases in a turbine to produce useful work developed by the turbine may be used directly as mechanical energy or may be converted into electricity by turning a generator.

There exist several dynamic models of turbine – governors with varying degrees of complexity to represent different makes and models of gas turbine units.

These are essentially two types of gas turbine designs. One is a high speed shaft design with the compressor and turbine mounted on the same shaft as the alternator another is a split shaft design that uses a power turbine connected via a gearbox. In the split shaft design as shown in figure, although there are two turbines, one is gasifier turbine driving a compressor and another is a free power turbine driving a generator .there is only are computer and one gasifier.

Considering our interest in slow dynamic performance of the system, we used following assumptions while selecting the desired model:

· System operation is under normal operating condition. Start up, shutdown, fast dynamics are not included .since gas turbine units have relatively loe inertia compared to hydraulic units following a sudden load reaction event, a low inertia machine can experience excessive over-speed, which can be harmful if over speed protections fail to operate and it introduces non linearity in frequency versus time characteristics. 

· The turbine’s electro-mechanical behavior our main interest. The recuperator is not included in the model as it is only a heat exchanger to raise engine efficiency. Also, due to the recuperator’s very slow response; it has little influence on the time scale of our dynamic simulations.

· The gas turbine’s temperature control and acceleration control are of no significance under normal system conditions. The reason for this is that during start up, the unit is not online, and in temperature control mode, the governor will not respond system frequency changes.

· The governor is a control system implementing three loops: startup and temperature a low value select block is used to determine which control loop is asking for the minimum fuel the control is then given priority and drives the fuel valve actuator to control the combustor output.
The GAST model (based on split) as shown in figure 2.8 has been selected for simulation studies for representing the dynamic behavior of gas powered turbine governor systems .this model was developed by GE company of USA. The model is simple and follows typical modeling guidelines.
The model structure has been selected from model of reference for simulation studies. Parameters values are in accordance with WSOC testing programs for gas turbine unit .figure shows three control loop involving fuel control loop and speed feedback loop. A low value select block is used to determine which control loop is asking for minimum fuel .this control is then given priority and drives the fuel value actuator to control the combustor output .gas turbine units have relatively low inertia compared to hydraulic units .they generally spin at higher speeds and the generators are of round rotor type. Following a sudden load rejection event, a low inertia machine can experience excessive over speed, which can be harmful if over speed protection fails to operator. If over speed, which can be harmful if over speed protection fails to operate. If over speed protection does operate to arrest the speed, if will introduce non linearity in the frequency versus time characteristics .therefore, the amount of load rejected should be low to limit over speed and therefore the possible impact of non linearity .the maximum opening by the governor must permit shot time load of at least 104% .the load level 100% describes the situation that the unit is running on maximum load setting and 50HZ. Model parameters as referred in fig: R=governor droop, T1=fuel system lag constant 1, T2=fuel system lag constant 2, T3=load limiter time constant, Lmax =load limit, K1= temperature control loop again, V max & Vmin =maximum and minimum value position.  


[image: image26]
Gas model to represent dynamic behavior of gas turbine generator in lfc block diagram
Hydraulic turbine
The representation of hydraulic turbine and water column in lfc study is based on the following assumption:
1) The hydraulic resistance is neglected.
2) The penstock pipe inelastic & water is incompressible. 

3) The velocity of water varies directly with the gate opening and with the square root of the net head. 
4) Turbine output power is proportional to the product of head & volume flow.

The turbine and penstock characteristics are determined by three basic equations relating to the following:
1) Velocity of water in penstock.
2) Turbine mechanical power.
3) Acceleration of water column.
Transfer function of hydraulic turbine:

(1-sTw) / (1+0.5sTw)

Transfer function of hydraulic governor:

(1+sTrk) / (1+sT1k)(1+sT2k)

Where, T1k, T2k is given by

T1k = Tgk + Trk (ð+æ) / æ

T2k = Trk * Trk / Trk + Trk (æ+ð)

Where, Trk = 5-25 sec, dashpoint time constant
Tgk = 0.2-0.4 sec governor constant

ð = 0.2-1 pu, temporary speed drop

æ = 0.03-0.06 pu, permanent speed drop

[image: image27]
Hydro power system lfc block diagram
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INTRODUCTION
Simulink is a software package for simulation of dynamic system. In this chapter we have simulated three area interconnected power system e.g., thermal-hydro-thermal (T-H-T) figure 4.1, thermal-thermal-thermal (T-T-T) figure 4.6 and thermal-hydro-gas (T-H-G) figure 4.11.

The models are studied in terms of size variation besides transients’ performance of the system. The simulink diagrams of various interconnecting power system is shown in this chapter.

The frequency responses of each system in Hz with respect to time are shown in results. And also the tie-line power deviation of area 1 and area 2 in PU with respect to time in the wake of 1% step load disturbance is shown in this chapter.

The figure 4.2, 4.3, 4.4, 4.5 shows the change in frequency and change in tie line power of T-H-T interconnected power system.

 The figure 4.7, 4.8, 4.9, 4.10 shows the change in frequency and change in tie line power of T-T-T interconnected power system.

The figure 4.12, 4.13, 4.14, 4.15 shows the change in frequency and change in tie line power of T-H-G interconnected power system.

Conclusion

Simulink is a software package for simulation of dynamic system. In this chapter we have simulated three area interconnected power system e.g. thermal-thermal-thermal (T-T-T), thermal-hydro-gas (T-H-G) and thermal-hydro-thermal (T-H-T).

The models are studied in terms of size variation besides transients’ performance of the system. The simulink diagrams of various interconnecting system is shown in this chapter.

The frequency responses of each system in Hz with respect to time are shown in results. And also the tie-line power deviation of area 1 and area 2 in PU with respect to time is shown in this chapter.

From the results we have seen that T-T-T system has overshoots/undershoot of low peaks and quick settles, the settling time is 10-15 seconds .The model T-H-T has overshoots/undershoot of low peaks comparatively more then T-T-T and settling time is also much then T-T-T about 40-50 second. And The model T-H-G has more overshoots/undershoot of high peaks i.e. more oscillatory, comparatively more then T-H-T & T-T-T and settling time is also much then T-H-T and T-T-T about 100 second i.e. takes more time to settle.

From the above discussion the model T-T-T is good.

A comparison table for frequency response of each area is given below,

	System
	Settling time (second)
	Overshoot / undershoot      (Hz)

	T-T-T
	10-15
	-0.031 to 0.004

	T-H-T
	40-50
	-0.058 to 0.025

	T-H-G
	About 100
	-0.036 to 0.004
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AGC Strategy

The application of linear optimal control theory is one of the most promising approaches to cope with AGC problem of interconnected power systems. The advanced version of optimal control scheme incorporating the integrals ACE as additional state variables were proposed in literature [31, 32], following the work of Elgerd and Fosha [19]. The proportional-plus- integral control strategy is found useful in achieving zero steady state error in the frequency of the system in comparison to that obtained with conventional control strategies. Also the system dynamic performance may be enhanced with the implementation of optimal AGC regulators. Hence, the present study has been performed using proportional-plus-integral control strategy for the design of optimal AGC regulators.

Integral controlled LFC 
The free governor operation gives a reasonable performance with a frequency drop of 4-5% between no load and full load. But for better frequency control, some other means should be there, as so much change in frequency cannot be tolerated. So, the steady change in frequency should be zero. While steady state frequency can be brought be back to the scheduled way by adjusting speed changer setting, the system could undergo intolerable dynamic frequency change with changes in load. The speed changer setting is adjusted automatically by monitoring the frequency. So a signal from ∆f is fed through an integrator to the speed changer. This signal is known as Area Control Error (ACE), which is the change (error) in frequency.
From the block diagram which shows- integral controlled three area interconnected model, we get,

∆pc =-K1 ∫ ∆f1 dt

∆pc (s) = - (K I / s ∆f (s)

i.e. if the frequency drop by 1 HZ (∆f-1) then the integrator calls for an increase in power, with the call increasing at the rate of Ki pu MW/sec. negative polarity must be chosen so as to cause a positive frequency error to give rise to a negative or “ decrease” command. Here Ki is the gain constant that controls the rate of integration and the speed of response.

The guiding principal in pool operation is that each area in normal steady- state should supply its own load and such portions of other load as had been agreed upon. It is required that the steady state tie- line power deviation following load change must be Brought to zero. This is accomplished by a single integrating block. But finding ACF as a linear combination of international frequency and incremental tie line power accomplish this 

ACFi = ∆ptiei (t) + bi ∆fi, I = 1.2.3

Where  

∆ptiei (t) = Tij│∆fi (t) – Afj(t) │. i.j = 1.2.3 i ! =j 

The motor signal will be of the form 

∆Pci (t) - Kij ∫ (ACEi) dt

b1 is the frequency bias settings. These are positive quantities. In order to get the perfect adjustment of pci  we note that the frequency bias setting should be:

b1 = ( D1 +1/R) 

Above control is known as the tie- line bias control and with this type of control, the steady state are frequency error and tie –line power deviation can be eliminated.

From the above it is clear that to get a better performance the value of integral gain should be optimized. Our main concern is to keep the frequency and the interchanged power at the desired level. So frequency deviation and the error of the tie- line should be minimum. 

      So, for a good AGC design:

· The ACE signal should ideally be kept from becoming too large.

· The ACE should not be allowed to drift i.e. the integral of ACE over an appropriate time should be small.

· The amount of control action called for by the AGC should be kept to a minimum.
Linear Optimal control 

The control is achieved by feeding back the state variables through a regulator with constant gains. Consider the control system presented in the state-variable form 
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(t)=Ax (t) +Bu (t)                (1)

y (t)=Cx(t)

For full state feedback, the control vector u is constructed by a linear combination of all states, i.e.

u (t)=-Kx(t)                          (2)            

Where K is a 1 X n vector of constant feedback gains. The purpose of this system is to return all state variables to values of zero when the states have been perturbed.               

In this section, the design of optimal controllers with linear systems with quadratic performance index, the so called linear quadratic regulator (LQR) has been discussed. The object of optimal regulator design is to determine the optimal control law u*(x, t) which can transfer the system from its initial state to final state such that a given performance index is minimized. The performance index is selected to give the best trade- off between performance and cost of control.  The performance index that is widely used in optimal control design is known as quadratic performance index and is based on minimum- error and minimum energy criteria. Consider the plant described above
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(t)=Ax (t) +Bu (t)                        

u(t)=-K(t)x(t)                                  

which minimizes the value of a quadratic performance index J of form

J= 
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Q is a positive semi- definite matrix and R is real symmetric matrix. Q is positive semi definite, if all its principal minors are non-negative. The choice of elements of Q and R allows the relative weighting of individual state variables and individual control inputs.

To obtain a formal solution, we can use the method of Lagrange multipliers. The constraint problem is solved by augmenting (1) into (3) using a non-vector of lagrange’s multiplier, λ. The problem reduces to the minimization of the following unconstrained function.

L(x, λ, u, t) = [
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The optimal values (denoted by the subscript *) are found by equating the partial derivatives to zero.
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Assume that there exists a symmetric, time-varying positive definite matrix p(t) satisfying

λ=2p (t) x*                             (8)

Substituting (8) into (6) gives the optimal control law 

u*(t)=-
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Obtaining the derivative of (8), we have
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Finally, equating (7) with (10), we obtain
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The above equation is referred to as the matrix Ricatti equation. The boundary condition for (11) is

 p (
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)=0. Therefore, (11) must be integrated backward in time. Since a numerical solution is performed forward in time, a dummy time variable 
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 is replaced for time t. Once the solution to (11) is obtained, the solution of state equation (5) in conjunction with the optimum control equation (9) is obtained. 

The function [
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, p, K, t, x] =ricatti is developed for the time-domain solution of the Ricatti equation. The function returns the solution of the matrix Ricatti equation, p (
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), the optimal feedback gain vector        K (
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), and the initial state response x (t). In order to use this function, the user must declare the function [A, B, Q, R, t0, tf, x0) =system (A, B, Q, R, to, tf, x0) containing system matrices and the performance index matrices in an M-file named system.

The optimal controller gain is a time-varying state-variable feedback. Such feedbacks are inconvenient to implement, because they require the storage in computer-memory of time-varying gains. An alternative control scheme is to replace the time-varying optimal gain K (t) by its contant steady state value. In most practical applications, the use of the steady-state feedback gain is adequate. For linear time-invariant systems, since 
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The MATLAB Control System Toolbox function [K,p]=lqr2(A,B,Q,R) can be used for the solution of the algebraic Ricatti equation.

The LQR design procedure is in stark contrast to classical control design, where the gain control matrix K is selected directly. To design the optimal LQR, the design the design engineer first selects the design parameter weight matrices Q and R. Then, the feedback gain K is automatically given by matrix design equations and the closed loop time responses are found by simulation. If these responses are unsuitable, new values of Q and R are selected and the design is repeated. This has the significant advantages of allowing all the control loops in a multiloop system to be closed simultaneously, while 11guaranteeing closed-loop stability.

State cost weighing matrix Q

We have selected the state cost weighing matrix Q k loops are opened as an identity matrix of proper dimension for each case study considered.

Control cost weighing matrix R

We have selected the control cost weighing matrix R as an identity matrix. For each of the case study its dimension is taken 3X3.
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THERMAL-HYDRO-GAS MODEL
Optimal control design
Modern control theory is applied to design an optimal frequency controller for a three-area system. In accordance with modern terminology, PC1, PC2, PC3 will be referred to as control inputs u1 and u2. In the conventional approach u1 and u2 were provided by the integral of ACEs. In modern control theory approach u1 and u2 will be created by a linear combination of all the system states (full state feedback). For formulating the state variable model for this purpose the conventional feedback k loops are opened and each time constant is represented by a separate block.  State variables are defined as outputs of all the blocks having either an integrator or a time constant.  By noticing the block diagrams we realize that system has 15 state variables. 

State variables assumed are described below:
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Appendix:
Nominal parameters of three area system investigated:

Thermal-thermal-thermal system
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PROGRAMS IN MATLAB:
THERMAL-THERMAL-THERMAL
A=[0 -.294 0 0 0 0 0 0 0 0 0 0 -0.7 -0.7 0;
    0 -.05 0 6 0 0 0 0 0 0 0 -6 -6 0 0;
    0 -5.125 -12.5 0 0 0 0 0 0 0 0 0 0 0 0;
    0 0 2.5 -2.5 0 0 0 0 0 0 0 0 0 0 0;
    0 0 0 0 0 -.294 0 0 0 0 0 0 0.7 0 -0.7;
    0 0 0 0 0 -0.1 0 5 0 0 0 0 5 0 -5;
    0 0 0 0 0 -4.82 -11.76 0 0 0 0 0 0 0 0;
    0 0 0 0 0 0 2 -2 0 0 0 0 0 0 0;
    0 0 0 0 0 0 0 0 0 -0.504 0 0 0 1.2 1.2;
    0 0 0 0 0 0 0 0 0 -0.025 0 5 0 5 5 ;
    0 0 0 0 0 0 0 0 0 -4.55 -11.11 0 0 0 0;
    0 0 0 0 0 0 0 0 0 0 2.5 -2.5 0 0 0;
    0 0.15 0 0 0 -0.15 0 0 0 0 0 0 0 0 0 ;
    0 0.13 0 0 0 0 0 0 0 -0.13 0 0 0 0 0 ;
    0 0 0 0 0 0.11 0 0 0 -0.11 0 0 0 0 0];
B=[0 0  0 ;0 0 0 ; 12.5 0 0  ; 0 0 0 ; 0 0 0 ; 0 0 0 ; 0 11.76 0 ; 0 0 0 ; 0 0 0 ; 0 0 0 ; 0 0 11.11 ; 0 0 0 ; 0 0 0;
    0 0 0 ; 0 0 0];
Q=[1 0 0 0 0 0 0 0 0 0 0 0 0 0 0;
    0 1 0 0 0 0 0 0 0 0 0 0 0 0 0;
    0 0 1 0 0 0 0 0 0 0 0 0 0 0 0;
    0 0 0 1 0 0 0 0 0 0 0 0 0 0 0;
    0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 ;
    0 0 0 0 0 1 0 0 0 0 0 0 0 0 0;
    0 0 0 0 0 0 1 0 0 0 0 0 0 0  0;
    0 0 0 0 0 0 0 1 0 0 0 0 0 0 0;
    0 0 0 0 0 0 0 0 1 0 0 0 0 0 0;
    0 0 0 0 0 0 0 0 0 1 0 0 0 0 0;
    0 0 0 0 0 0 0 0 0 0 1 0 0 0 0;
    0 0 0 0 0 0 0 0 0 0 0 1 0 0 0;
    0 0 0 0 0 0 0 0 0 0 0 0 1 0 0;
    0 0 0 0 0 0 0 0 0 0 0 0 0 1 0;
    0 0 0 0 0 0 0 0 0 0 0 0 0 0 1];
    R=[1 0 0 ; 0 1 0 ; 0 0 1];
    [K,P]=lqr(A,B,Q,R);
C=[0 -1 0 0 0 0 0 0 0 0 0 0 0 0 0;
    0 0 0 0 0 -1 0 0 0 0 0 0 0 0 0;
    0 0 0 0 0 0 0 0 0 -1 0 0 0 0 0];
 AA =A-B*K;
t=0:2:30;
pl=.01;
    bpl=pl*B; 
D=0;
[y,x]=step(AA, bpl, C, D ,1 ,t);
subplot(3,1,1);
plot(t,y(:,1));
grid;
xlabel('t sec');
ylabel('f1 pu');
subplot(3,1,2);
plot(t,y(:,2));
grid;
xlabel('t sec');
ylabel('f2 pu');
subplot(3,1,3);
plot(t,y(:,3));
grid;
xlabel('t sec');
ylabel('f3 pu');
THERMAL-HYDRO-THERMAL
A=[0 -.294 0 0 0 0 0 0 0 0 0 0 -0.7 -0.7 0;
    0 -.05 0 6 0 0 0 0 0 0 0 -6 -6 0 0;
    0 -5.125 -12.5 0 0 0 0 0 0 0 0 0 0 0 0;
    0 0 2.5 -2.5 0 0 0 0 0 0 0 0 0 0 0;
    0 0 0 0 0 -.21 0 0 0 0 0 0 0.5 0 -0.5;
    0 0 0 0 0 -0.05 0 6 0 0 0 0 6 0 -6;
    0 0 0 0 0 -.012 0 0.492 0 0 0 0 -.492 0 0;
    0 0 0 0 0 .0246 2 -1.02 0 0 0 0 .984 0 -.984;
    0 0 0 0 0 0 0 0 -.294 0 0 0 0 0.7 0.7 ;
    0 0 0 0 0 0 0 0 0 -0.05 0 6 0 6 6 ;
    0 0 0 0 0 0 0 0 0 -5.125 -12.5 0 0 0 0;
    0 0 0 0 0 0 0 0 0 0 2.5 -2.5 0 0 0;
    0 0.15 0 0 0 -0.15 0 0 0 0 0 0 0 0 0 ;
    0 0.15 0 0 0 0 0 0 0 -0.15 0 0 0 0 0 ;
    0 0 0 0 0 0.15 0 0 0 -0.15 0 0 0 0 0];
B=[0 0  0 ;0 0 0 ; 12.5 0 0  ; 0 0 0 ; 0 0 0 ; 0 0 0 ; 0 0.04 0 ; 0 -0.08 0 ; 0 0 0 ; 0 0 0 ; 0 0 12.5 ; 0 0 0 ; 0 0 0;
    0 0 0 ; 0.01 0 0];
Q=[1 0 0 0 0 0 0 0 0 0 0 0 0 0 0;
    0 1 0 0 0 0 0 0 0 0 0 0 0 0 0;
    0 0 1 0 0 0 0 0 0 0 0 0 0 0 0;
    0 0 0 1 0 0 0 0 0 0 0 0 0 0 0;
    0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 ;
    0 0 0 0 0 1 0 0 0 0 0 0 0 0 0;
    0 0 0 0 0 0 1 0 0 0 0 0 0 0  0;
    0 0 0 0 0 0 0 1 0 0 0 0 0 0 0;
    0 0 0 0 0 0 0 0 1 0 0 0 0 0 0;
    0 0 0 0 0 0 0 0 0 1 0 0 0 0 0;
    0 0 0 0 0 0 0 0 0 0 1 0 0 0 0;
    0 0 0 0 0 0 0 0 0 0 0 1 0 0 0;
    0 0 0 0 0 0 0 0 0 0 0 0 1 0 0;
    0 0 0 0 0 0 0 0 0 0 0 0 0 1 0;
    0 0 0 0 0 0 0 0 0 0 0 0 0 0 1];
    R=[1 0 0 ; 0 1 0 ; 0 0 1];
    [K,P]=lqr2(A,B,Q,R);
C=[0 -1 0 0 0 0 0 0 0 0 0 0 0 0 0;
    0 0 0 0 0 -1 0 0 0 0 0 0 0 0 0;
    0 0 0 0 0 0 0 0 0 -1 0 0 0 0 0];
 AA =A-B*K;
t=0:2:200;
pl=.01;
    bpl=pl*B; 
D=0;
[y,x]=step(AA, bpl, C, D ,1 ,t);
subplot(3,1,1);
plot(t,y(:,1));
grid;
xlabel('t sec');
ylabel('f1 pu');
subplot(3,1,2);
plot(t,y(:,2));
grid;
xlabel('t sec');
ylabel('f2 pu');
subplot(3,1,3);
plot(t,y(:,3));
grid;
xlabel('t sec');
ylabel('f3 pu');
THERMAL-HYDRO-GAS

A=[0 -0.63 0 0 0 0 0 0 0 0 0 0 -0.7 -0.7 0 ;
0 -0.05 0 6 0 0 0 0 0 0 0 0 -6 -6 0 ;
0 -10 -12.5 0 0 0 0 0 0 0 0 0 0 0 0 ;
0 0 2.5 -2.5 0 0 0 0 0 0 0 0 0 0 0 ;
0 0 0 0 0 -.05 0 0 0 0 0 0 0.5 0 -0.5 ;
0 0 0 0 0 -0.05 0 6 0 0 0 0 6 0 -6 ;
0 0 0 0 0 0.0024 0 -0.096 0 0 0 0 -0.096 0 0.096 ;
0 0 0 0 0 -.0048 2 0. 0 0 0 0 0.192 0 -0.192 ;
0 0 0 0 0 0 0 0 0 -0.02 0 0 0 0.1 0.1;
0 0 0 0 0 0 0 0 0 -0.05 0 6 0 6 6;
0 0 0 0 0 0 0 0 0 -.121 0 0 0 0 0;
0 0 0 0 0 0 0 0 0 0 10 -10 0 0 0;
0 0.15 0 0 0 -0.15 0 0 0 0 0 0 0 0 0;
0 0 0 0 0 0.15 0 0 0 -0.15 0 0 0 0 0;
0 0 0 0 0 0.15 0 0 0 -0.15 0 0 0 0 0];
B=[0 0 0; 0 0 0; 12.5 0 0; 0 0 0; 0 0 0;
0 0 0; 0 0.04 0; 0 -0.08 0; 0 0 0;
0 0 0; 0 0 0.67; 0 0 0; 0 0 0; 
0 0 0; 0 0 0];
Q=[1 0 0 0 0 0 0 0 0 0 0 0 0 0 0;
    0 1 0 0 0 0 0 0 0 0 0 0 0 0 0;
    0 0 1 0 0 0 0 0 0 0 0 0 0 0 0;
    0 0 0 1 0 0 0 0 0 0 0 0 0 0 0;
    0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 ;
    0 0 0 0 0 1 0 0 0 0 0 0 0 0 0;
    0 0 0 0 0 0 1 0 0 0 0 0 0 0  0;
    0 0 0 0 0 0 0 1 0 0 0 0 0 0 0;
    0 0 0 0 0 0 0 0 1 0 0 0 0 0 0;
    0 0 0 0 0 0 0 0 0 1 0 0 0 0 0;
    0 0 0 0 0 0 0 0 0 0 1 0 0 0 0;
    0 0 0 0 0 0 0 0 0 0 0 1 0 0 0;
    0 0 0 0 0 0 0 0 0 0 0 0 1 0 0;
    0 0 0 0 0 0 0 0 0 0 0 0 0 1 0;
    0 0 0 0 0 0 0 0 0 0 0 0 0 0 1];
    R=[1 0 0 ; 0 1 0 ; 0 0 1];
    [K,P]=lqr(A,B,Q,R);
C=[0 -1 0 0 0 0 0 0 0 0 0 0 0 0 0;
    0 0 0 0 0 -1 0 0 0 0 0 0 0 0 0;
    0 0 0 0 0 0 0 0 0 -1 0 0 0 0 0];
 AA =A-B*K;
t=0:2:100;
pl=.01;
    bpl=pl*B; 
D=0;
[y,x]=step(AA, bpl, C, D ,1 ,t);
subplot(3,1,1);
plot(t,y(:,1));
grid;
xlabel('t sec');
ylabel('f1 pu');
subplot(3,1,2);
plot(t,y(:,2));
grid;
xlabel('t sec');
ylabel('f2 pu');
subplot(3,1,3);
plot(t,y(:,3));
grid;
xlabel('t sec');
ylabel('f3 pu');
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Conclusion
In this chapter we have used the application of linear optimal control theory. In this chapter we have formed three area interconnected power system e.g. thermal-thermal-thermal, thermal-hydro-thermal, thermal hydro gas and developed state equation and state matrices. Using the matrices we have developed programs in mat lab, after running the programs we have found different results. In this chapter the frequency responses with respect to time in Hz are shown. We have seen that thermal-thermal-thermal model settle quickly about 20 second better optimized. 

From the chapter 4 and chapter 5 we have concluded that optimal solution give better response than simulation of integral control.
CHAPTER 6 

Simulink Study of four Area Interconnected power system                                                       
· Simulink diagram of thermal-hydro-thermal-hydro interconnected power system

· results

· Simulink diagram of thermal-thermal-thermal-thermal interconnected power system

· results

· Simulink diagram of hydro-hydro-gas-gas interconnected power system

· Results

· conclusion

INTRODUCTION
Simulink is a software package for simulation of dynamic system. In this chapter we have simulated four area interconnected power system e.g., thermal-hydro-thermal-hydro (T-H-T-H) figure 6.1, thermal-thermal-thermal-thermal (T-T-T-T) figure 6.6 and hydro-hydro-gas-gas (H-H-G-G) figure 6.11.

The models are studied in terms of size variation besides transients’ performance of the system. The simulink diagrams of various interconnecting system is shown in this chapter.

The frequency responses of each system in Hz with respect to time are shown in results  in the wake of 1% step load disturbance is shown in this chapter.

The figure 6.2, 6.3, 6.4, 6.5 shows the change in frequency of T-H-T-H interconnected power system.

 The figure 6.7, 6.8, 6.9, 6.10 shows the change in frequency of T-T-T-T interconnected power system.

The figure 6.12, 6.13, 6.14, 6.15 shows the change in frequency of H-H-G-G interconnected power system.

Conclusion

Simulink is a software package for simulation of dynamic system. In this chapter we have simulated four area interconnected power system e.g. thermal-thermal-thermal-thermal (T-T-T-T), hydro-hydro-gas-gas (H-H-G-G) and thermal-hydro-thermal-hydro (T-H-T-H)

The models are studied in terms of size variation besides transients’ performance of the system. The simulink diagrams of various interconnecting system is shown in this chapter.

The frequency responses of each system in Hz with respect to time are shown in results. 

From the results we have seen that T-T-T-T system has overshoots/undershoot of low peaks and quick settles the settling time is 10-15 seconds .The model T-H-T has overshoots/undershoot of low peaks comparatively more then T-H-T-H and settling time is also much then T-H-T-H about 40-50 second. And The model H-H-G-G has overshoots/undershoot of high peaks i.e. more oscillatory, comparatively more then T-H-T-H and T-T-T-T and settling time is also much then T-H-T-H and T-T-T-T about 100 second i.e. takes more time to settle.

From the above discussion the model T-T-T-T is good.

A comparison table for frequency response of each area is given below,

	System
	Settling time (second)
	Overshoot / undershoot

	T-T-T-T
	10-15
	-0.032 to about 0.00

	T-H-T-H
	40-50
	-0.06 to 0.003

	H-H-G-G
	About 100
	-0.13 to 0.02


From the discussion of chapter 4 and chapter 6 we have concluded that the system T-T-T-T is best for interconnections of multi areas power system.
Conclusion

In the project integral controller gain and optimal control  methods are used for automatic generation control of three-area the interconnected power system, when there is sudden load change in any area, the frequency and tie line power are affected. For economic and reliable operation of power system, it is essential to minimize the errors. So the integral controller and optimal control are designed to meet the stated demand.

It has been found that reduction of R (speed droop) reduces frequency error. With high R, low damping of oscillations and with low R, high damping of oscillation is produced. Use of sub critical gain settings gives sluggish non oscillatory response of control loop and which means integral of ∆f (t) and time error is relatively large. Further it has been found that if all the parameters are considered same, then frequency drop will be 1/3rd of that which would be experience if the control areas were operating alone.

It has been found that as per unit disturbance in thermal area produces more oscillations in hydro and gas based system in comparison to thermal based systems. While a per unit disturbance in hydro or gas based system produces a large disturbance in hydro and gas based system rather frequency and tie line deviation for all three different interconnected systems.

With the use of integral control and optimum control, it is clear that optimal solution give better response than integral control. 

SCOPE FOR FUTURE WORK

· New optimal controllers based on different performance index can application on interconnected system.

· Optimal control of thermal-hydro-gas can be done.

· Integral controller can be optimized.

· Integral controller can be compared with fuzzy logic and neural network.

· Non- linearity can be added in Y he models and there effects can be studied. 
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1.Block diagram representation of speed governing system for steam turbine
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