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ABSTRACT

___________________________________________________

An ad hoc network is a collection of wireless mobile nodes dynamically forming a temporary network without the use of any existing network infrastructure or centralized administration. In mobile ad hoc network, each mobile node acts as a host as well as a router. These nodes communicate to each other by hop-to-hop communication. A number of routing protocols like Ad Hoc On-Demand Distance Vector Routing (AODV), Dynamic Source Routing (DSR), Destination-Sequenced Distance-Vector (DSDV) and Temporally Ordered Routing Algorithm (TORA) have been implemented. AODV is a prominent on-demand reactive routing protocol for mobile ad hoc networks. But in existing AODV, there is no security provision against a well-known “Black Hole” attack. Black hole nodes are those malicious nodes that agree to forward packet to destination but do not forward packet intentionally. These black hole nodes participate in the network actively and degrade the performance of network eventually. Black hole nodes are more dangerous when they attack in cooperation, gives a new kind of attack known as “cooperative black hole attack”. This thesis proposes a mechanism to detect and remove the cooperative black hole nodes in a MANET. This method first detects a black hole attack and then gives a new route bypassing this node. In this thesis an attempt has been made to compare the performance of original AODV and modified AODV in the presence of multiple black hole nodes on the basis of throughput and packet delivery ratio. With this new protocol, throughput increases 40% in the presence of 10% black hole nodes for different  pause time.
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1. INTRODUCTION


This thesis discusses a new approach to avoid “Black-Hole” attack in a MANET. This thesis includes a number of chapters providing information of MANET, Routing protocols in MANET, AODV, Security Attacks and new mechanism. This particular chapter focuses on introduction of this report and provides a brief overview of each chapter following this one. This chapter also tells us about the motivation and problem statement with objective behind this work.

1.1 Motivation

Mobile ad hoc networks are being widely deployed currently since they provide some features, which are difficult or impossible to be achieved by conventional networks. The application area ranges from the battlefield (sensor nodes in hostile territory) to general transportation that provide useful infrastructure during disaster recovery. Due to the great importance of MANET, security in ad hoc networks [3] is a hot research area and already significant research is done in this field. The use of wireless links in an ad hoc network generates the possibility of link attacks from passive eavesdropping to active impersonation, message replay and message distortion. Eavesdropping might give an attacker access to secret information thus violating confidentiality. Active attacks could be ranged from deleting data, injecting erroneous messages, impersonating a node etc. thus violating availability, integrity, authentication and non-repudiation.

Research carried out till present day provided us either general or their routing solutions are incomplete and inefficient. This inefficiency motivated us to take this as challenge to integrate a better security solution into the existing AODV routing protocol to satisfy the security needs of the ad hoc networks.

1.2 Problem Definition

There are basically four routing protocol [10] AODV, DSR, DSDV, and TORA in mobile ad hoc network. However from the beginning of its design, almost none of the protocol specifies the security measures, but the nature of the wireless ad hoc networks makes them very vulnerable to malicious attacks as compared to traditional wired networks. An attack occurs when an intruder tries to exploit vulnerabilities of a system. This thesis is focusing on special active attack- black hole attack. Black hole attack can occur when one of node on path directly attacks the data traffic intentionally by dropping the data traffic passing through it, so that network performance degraded tremendously and there is no security provision in the existing AODV routing protocol against this type of attack.

1.3 Objective 

This thesis aims to modify AODV (Ad hoc On Demand Distance Vector) routing protocol to identify the cooperative black hole node and discover a safer route, which avoids the black hole node.

1.4 Chapter Outline

 Chapter 2 discusses the concept of ad-hoc networks, working of MANET, advantages and limitations of MANET. Moreover it also explains the security attack in MANET, basically Black hole attack and working of Black hole attack.

 Chapter 3 discusses the routing protocol in MANET, properties of routing protocol in MANET, basic description of routing protocol in MANET, detailed description of AODV, implementation study of AODV. 

Chapter 4 discusses the exhaustive literature survey and the proposed solution. 

Chapter 5 discusses the metrics of network, simulation parameter, results and analysis on the basis of these results. 

Chapter 6 concludes the whole thesis and proposes some future work.
2. MOBILE AD HOC NETWORK


This chapter introduces Mobile Ad-hoc network, one of the rapid growing technology in the field of telecommunication. This chapter has 5 sections, which describe the basics of MANET, working of MANET, its benefits, limitations of MANET and different kind of security attacks it may have.

2.1 Definition

An ad-hoc network is a collection of wireless mobile hosts forming a temporary network without the assistance of any stand-alone infrastructure or centralized administration [12]. Mobile Ad-hoc networks are self-organizing and self-configuring multi-hop wireless networks where, the structure of the network changes dynamically. This is mainly due to the mobility of the nodes [14]. Nodes in these networks utilize the same random access wireless channel, cooperating in a friendly manner to engaging themselves in multi-hop forwarding. The nodes in the network not only act as hosts but also as routers that route data to/from other nodes in network [13]. Figure 1 represents a MANET of 3 nodes. Node 2 can directly communicate with node1 and node 3, but any communication between Nodes 1 and 3 must be routed through node 2.
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Figure 1: Example of simple MANET of 3-nodes

2.2 Working of MANET 

In mobile ad-hoc networks where there is no infrastructure support and since a destination node might be out of range of a source node transmitting packets, a routing procedure is always needed to find a path so as to forward the packets appropriately between the source and the destination. A base station can reach all mobile nodes without routing via broadcast in common wireless networks. In the case of ad-hoc networks, each node must be able to forward data for other nodes.  The following flow chart shows the working of any general ad hoc network.

2.3 Advantages of Mobile Ad-hoc Networks

There are several advantages of using mobile ad hoc network.

Setting up a wireless system is easy and fast and it eliminates the need for pulling out the cables through walls and ceilings.

Network can be extended to places, which cannot be wired.

Multiple paths increase reliability.

Wireless network offers more flexibility and adapt easily to changes in the configuration of the network.

2.4 Limitations of Mobile Ad hoc Networks

There are certain constraints found in MANET, described below

Asymmetric links: Most of the wired networks rely on the symmetric links, which are always fixed. But this is not a case with ad-hoc networks as the nodes are mobile and constantly changing their position within network. For example consider a MANET (Mobile Ad-hoc Network) where node B sends a signal to node A but this does not tell anything about the quality of the connection in the reverse direction.
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Figure 2: Flow chart of working of MANET

Routing Overhead: In wireless ad hoc networks, nodes often change their location within network. So, some out-of-date routes are generated in the routing table, which leads to unnecessary routing overhead.

Interference: This is the major problem with mobile ad-hoc networks as links come and go depending on the transmission characteristics, one transmission might interfere with another one and node might overhear transmissions of other nodes and can corrupt the total transmission.

Dynamic Topology: This is also the major problem with ad-hoc routing since the topology is not constant. The mobile node might move or medium characteristics might change.  In ad-hoc networks, routing tables must somehow reflect these changes in topology and routing algorithms have to be adapted.  For example in a fixed network routing table updating takes place for every 30sec. This updating frequency might be very low for ad-hoc networks.

2.5 Attacks on MANET

The attacks based on the domain of MANET, classified into two categories namely internal attacks and external attacks. These classifications are shown in figure 3.

2.5.1 External Attack: - External attacks [3] are attacks, launched by nodes that do not possess a valid certificates, means these nodes do not have authorized member of the MANET. For instance, in a military setting each authorized soldier might possess a signed certificate from a trusted party granting him membership in the MANET. Such a node is an insider node. Any node not possessing such a certificate is considered an outsider node.


The outsider attacks have the capability to spoof its identity, such as spoofing its IP and MAC addresses to impersonate an insider node. Outsider attacks have the capability to access the wireless channel so it can eavesdrop on legitimate traffic.

2.5.2 Internal Attack: - Internal attacks [3] are attacks, launched by one or more compromised nodes that possess a valid certificate, means these nodes are authorized member of the MANET. Internal attacks are more severe comparatively to outsider attacks since the insider knows valuable and secret information, and possesses privileged access right.

Internal attacks can be classified as shown in figure 3 according to network protocol stacks.
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Figure 3: Classification of Internal attacks

2.5.2.1 Passive Attacks: - A Passive Attack does not disrupt the operation of the protocol, but tries to discover valuable information by listening to traffic. Passive attacks basically involve obtaining crucial routing information by sniffing about the network. Such attacks are usually difficult to detect and hence, defending against such attacks is complicated. Even if it is not possible to identify the exact location of a node, one may be able to discover information about the network topology, using these attacks. These attacks do not disturb the operation of communication i.e. do not degrade the performance of the MANET. These type of attack read the network node position, bandwidth used, traffic pattern etc. 

2.5.2.2 Active Attacks: - An active attack involves information interruption, modification, or fabrication, thereby to degrade the performance of the MANET. An active attack injects arbitrary packets and tries to disrupt the operation of the protocol in order to limit availability, gain authentication, or attract packets destined to other nodes. The goal is basically to attract all packets to the attacker for analysis or to disable the network. Such attacks can be detected and the nodes can be identified.

Dr. Peng Ning and Kun Sun [4] provide a comprehensive analysis of the insider attacks against MANET routing protocol. They identified the misuse goals of inside attacker and further classify the misuses of the AODV protocol into two categories namely atomic misuses and compound misuses. Intuitively, applying one atomic misuse action to a single routing message, which cannot be further divided, performs an atomic misuse. In contrast, compound misuses are composed of multiple atomic misuse actions and possibly normal uses of the routing protocol.

The following are Misuse goals:

Route Disruption (RD): Breaking down an existing route or preventing a new route from being established.

Route Invasion (RI): Inside attacker adds itself between two end points of a communication channel.

Node Isolation (NI): Preventing a node from communicating with any other node. 

Route Consumption (RC): Consuming network bandwidth or storage space.


Another instance can be seen when considering a category of attacks called “The Black Hole Attacks”. Here, a malicious node uses the routing protocol to advertise itself as having the shortest path to the node whose packets it wants to intercept. Once the malicious node has been able to insert itself between the communicating nodes, it can do anything with the packets passing between them. It can then choose to drop the packets thereby creating DoS.
2.5.3 Black hole attack

The black hole attack [1] is an active insider attack, it has two properties: first, the attacker consumes the intercepted packets without any forwarding. Second, the node exploits the mobile ad hoc routing protocol, to advertise itself as having a valid route to a destination node, even though the route is spurious, with the intention of intercepting packets.

In other terms, a malicious node uses the routing protocol to advertise as having the shortest path to nodes whose packets it wants to intercept. In the case of AODV protocol, the attacker listens to requests for routes. When the attacker receives a request for a route to the target node, the attacker creates a reply where an extremely short route is advertised, if the reply from malicious node reaches to the requesting node before the reply from the actual node, a fake route has been created. Once the malicious device has been able to insert itself between the communicating nodes, it is able to do anything with the packets passing between them. It can choose to drop the packets to form a denial-of-service attack.
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Figure 4: Black Hole Attack

Working of Black Hole: -

Based on original AODV protocol, any intermediate node may respond to the RREQ message if it has fresh enough route, which is checked by the destination sequence number contained in the RREQ packet. In Figure 4 node 1 is source node where as node 4 is destination node. Source node broadcasts route request packet to find a route to destination node. Here node 3 acts as black hole. Node 3 also sends a route reply packet to the source node. But a route reply from node 3 reaches to source node before any other intermediate node. In this case source node sends the data packet to destination node through node 3. But as the property of black hole node that this node does not forward data packets further and dropped it. But source node is not aware of it and continues to send packet to the node 3. In this way the data, which has to be reached to the destination, fails to reach there. There is no way to find out such kind of attack. These nodes can be in large number in a single MANET, which makes the situation more critical.  
Conclusion
This chapter discusses about mobile ad hoc network, advantages of MANET and limitations of MANET. This chapter also discusses security attack against MANET, but here we have mainly focus on the black hole attack.
3. ROUTING PROTOCOL IN MANET


This chapter will discuss about MANET routing, desirable properties of routing protocol in MANET, classification of routing protocol, brief description of commonly routing protocol in MANET, detailed description of AODV routing protocol with different type of routing message of AODV and also working of AODV in MANET.

3.1 Routing

Routing means how we can route a data packet from a source to a destination. In the case of MANET, a packet necessarily route several hops (multi hop) before reaches to the destination, a routing protocol is needed. The routing protocol has two main functions, selection of routes for various source destination pair and delivery of the messages to their correct destination. Movement of nodes in MANET causes the nodes to move in and out of the range from one another, as a result there is continuous making and breaking of links in the network. Since the network relies on multi-hop transmissions for communication, this imposes major challenges for the network layer to determine the multi-hop route over which the data packets can be transmitted between a given pair of source and destination nodes. Figure 5 shows how the movement of a single node ( C ) changes the network topology rendering the existing route between A and E (i.e. A-C-E) unusable. The network needs to evaluate the changes in the topology caused by this movement and establish a new route from A to E (such as A-D-C-E).
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Figure 5: Path changes due to mobility of node

3.2 Desirable properties of Routing Protocol in MANET’s

There are some desirable properties in routing protocol that are different from conventional routing protocol like link state and distance vector routing protocol.

Distributed operation: - The protocol should be distributed. It should not be dependent on a centralized controlling node. This is the same case for stationary networks. The difference is that nodes in an ad-hoc network can enter/leave the network very easily and because of mobility the network can be partitioned.

Loop free: - To improve the overall performance, we want the routing protocol to guarantee that the routes supplied are loop-free. This avoids any waste of bandwidth or CPU consumption. 

Demand based operation: - To minimize the control overhead in the network and thus not wasting network resources more than necessary, the protocol should be reactive. This means that the protocol should only react when needed and that the protocol should not periodically broadcast control information. 

Unidirectional link support: - The radio environment can cause the formation of unidirectional links. Utilization of these links and not only the bi-directional links improves the routing protocol performance. 

Security: - The radio environment is especially vulnerable to impersonation attacks, so to ensure the wanted behavior from the routing protocol; we need some sort of preventive security measures. Authentication and encryption is probably the way to go and the problem here lies within distributing keys among the nodes in the ad-hoc network. 

Power conservation: - The nodes in an ad-hoc network can be laptops and thin clients, such as PDAs that are very limited in battery power and therefore uses some sort of stand-by mode to save power. It is therefore important that the routing protocol has support for these sleep modes. 

Multiple routes: - To reduce the number of reactions to topological changes and congestion multiple routes could be used. If one route has become invalid, it is possible that another stored route could still be valid and thus saving the routing protocol from initiating another route discovery procedure. 

Quality of service support: - Some sort of Quality of Service support is probably necessary to incorporate into the routing protocol. This has a lot to do with what these networks will be used for. It is necessary to remember that the protocols are still under development and is probably extended with more functionality. The primary function is still to find a route to the destination, not to find the best/optimal/shortest-path route

3.3 Classification of Routing Protocol in MANET’s

Classification of routing protocol [10] in MANET depends on routing strategy and network structure [14]. According to the routing strategy the routing protocols can be categorized as Table-driven and Source initiated, while depending on the network structure these are classified as flat routing, hierarchical routing and geographic position assisted routing [14]. Both the Table-driven and source initiated protocols come under the Flat routing.
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Figure 6: Classification of Routing Protocols in MANET

3.3.1 Table Driven Routing Protocol (Proactive): - These protocols are also called as proactive protocols since they maintain the routing information even before it is needed. Each and every node in the network maintains routing information to every other node in the network.  Routes information is generally kept in the routing tables and is periodically updated as the network topology changes. Many of these routing protocols come from the link-state routing [14]. There exist some differences between the protocols that come under this category depending on the routing information being updated in each routing table. Furthermore, these routing protocols maintain different number of tables. The proactive protocols are not suitable for larger networks, as they need to maintain node entries for each and every node in the routing table of every node.  This causes more overheads in the routing table leading to consumption of more bandwidth.

3.3.2 On Demand Routing Protocol (Reactive): - These protocols are also called reactive protocols since they don’t maintain routing information or routing activity at the network nodes if there is no communication. If a node wants to send a packet to another node then this protocol searches for the route in an on-demand manner and establishes the connection in order to transmit and receive the packet. The route discovery usually occurs by flooding the route request packets throughout the network.

Table1 [1] lists some basic differences between the two classes of protocols.

	Parameters
	On-demand routing protocols
	Table-driven routing protocols

	Availability of routing information
	Available as required 
	Always available

	Periodic route updates
	Not required
	Required

	Dealing with Link
	Use route discovery
	Propagate information to neighbors to maintain consistent routing table

	Routing overload
	Increases with mobility of nodes
	Independent of traffic and mostly greater than On-demand protocols


Table 1: Comparison between On-demand vs. Table-driven routing protocols
3.4 Description of Ad hoc Routing Protocols

3.4.1 Destination-Sequenced Distance-Vector (DSDV): - The Destination-Sequenced Distance-Vector (DSDV) [13] Routing Algorithm is based on the idea of the classical Bellman-Ford Routing Algorithm with certain improvements. 

Every mobile station maintains a routing table that lists all available destinations, the number of hops to reach the destination and the sequence number assigned by the destination node. The sequence number is used to distinguish old routes from new ones and thus avoid the formation of loops. The stations periodically transmit their routing tables to their immediate neighbors. A station also transmits its routing table if a significant change has occurred in its table from the last update sent. So, the update is both time-driven and event-driven. 

The routing table updates can be sent in two ways: - a "full dump" or an incremental update. A full dump sends the full routing table to the neighbors and could span many packets whereas in an incremental update only those entries from the routing table are sent that has a metric change since the last update and it must fit in a packet. If there is space in the incremental update packet then those entries may be included whose sequence number has changed. When the network is relatively stable, incremental updates are sent to avoid extra traffic and full dump are relatively infrequent. In a fast-changing network, incremental packets can grow big so full dumps will be more frequent.

3.4.2 Dynamic Source Routing (DSR): - The key distinguishing feature of DSR [12] is the use of source routing. That is, the sender knows the complete hop-by-hop route to the destination. These routes are stored in a route cache. The data packets carry the source route in the packet header. When a node in the ad hoc network attempts to send a data packet to a destination for which it does not already know the route, it uses a route discovery process to dynamically determine such a route. Route discovery works by flooding the network with route request (RREQ) packets. Each node receiving an RREQ rebroadcasts it, unless it is the destination or it has a route to the destination in its route cache. Such a node replies to the RREQ with a route reply (RREP) packet that is routed back to the original source. RREQ and RREP packets are also source routed. The RREQ builds up the path traversed across the network. The RREP routes back itself to the source by traversing this path backward. The route carried back by the RREP packet is cached at the source for future use. 

If any link on a source route is broken, the source node is notified using a route error (RERR) packet. The source removes any route using this link from its cache. A new route discovery process must be initiated by the source if this route is still needed. DSR makes very aggressive use of source routing and route caching. No special mechanism to detect routing loops is needed. Also, any forwarding node caches the source route in a packet it forwards for possible future use

3.4.3 Temporally Ordered Routing Algorithm (TORA): - TORA [15] is a distributed routing protocol based on a “link reversal” algorithm. It is designed to discover routes on demand, provide multiple routes to a destination, establish routes quickly, and minimize communication overhead by localizing algorithmic reaction to topological changes when possible. Route optimality (shortest-path routing) is considered of secondary importance, and longer routes are often used to avoid the overhead of discovering newer routes.

The actions taken by TORA can be described in terms of water flowing downhill towards a destination node through a network of tubes that models the routing state of the real network. The tubes represent links between nodes in the network, the junctions of tubes represent the nodes, and the water in the tubes represents the packets flowing towards the destination. Each node has a height with respect to the destination that is computed by the routing protocol. If a tube between nodes A and B becomes blocked such that water can no longer flow through it, the height of A is set to a height greater than that of any of its remaining neighbors, such that water will now flow back out of A (and towards the other nodes that had been routing packets to the destination via A).

When a node discovers that a route to a destination is no longer valid, it adjusts its height so that it is a local maximum with respect to its neighbors and transmits an UPDATE packet. If the node has no neighbors of finite height with respect to this destination, then the node instead attempts to discover a new route as described above. When a node detects a network partition, it generates a CLEAR packet that resets routing state and removes invalid routes from the network.

3.4.4 Ad Hoc On-Demand Distance Vector (AODV): - AODV [2] shares DSR’s [12] on-demand characteristics in that it also discovers routes on an as needed basis via a similar route discovery process. However, AODV adopts a very different mechanism to maintain routing information. It uses traditional routing tables, one entry per destination. This is in contrast to DSR, which can maintain multiple route cache entries for each destination. Without source routing, AODV relies on routing table entries to propagate an RREP back to the source and, subsequently, to route data packets to the destination. AODV uses sequence numbers maintained at each destination to determine freshness of routing information and to prevent routing loops. All routing packets carry these sequence numbers.

An important feature of AODV is the maintenance of timer-based states in each node, regarding utilization of individual routing table entries. A routing table entry is expired if not used recently. A set of predecessor nodes is maintained for each routing table entry, indicating the set of neighboring nodes which use that entry to route data packets. These nodes are notified with RERR packets when the next-hop link breaks. Each predecessor node, in turn, forwards the RERR to its own set of predecessors, thus effectively erasing all routes using the broken link. In contrast to DSR, RERR packets in AODV are intended to inform all sources using a link when a failure occurs. Route error propagation in AODV can be visualized conceptually as a tree whose root is the node at the point of failure and all sources using the failed link as the leaves.

3.5 Detailed Description of AODV

3.5.1 Characteristics of AODV: - AODV [2] is a very simple, efficient, and effective routing protocol for Mobile Ad-hoc Networks which do not have fixed topology. This algorithm was motivated by the limited bandwidth that is available in the media that are used for wireless communications. It borrows most of the advantageous concepts from DSR and DSDV algorithms. The on demand route discovery and route maintenance from DSR and hop-by-hop routing, usage of node sequence numbers from DSDV make the algorithm deal with topology and routing information. Obtaining the routes purely on-demand makes AODV a very useful and desired algorithm for MANET’s. AODV allows mobile nodes to responds to link breakages and changes in network topology in a timely manner. The operation of AODV is loop-free, and avoiding the “count-to-infinity” problem offers quick convergence when the ad hoc network topology changes. When link breaks, AODV causes the affected set of nodes to be notified so that they are able to invalidate the routes using the lost link.

AODV have four different type of message Route Request (RREQ), Route Reply (RREP), and Route Error (RERR) and Hello. All messages are sent using UDP.

Route Request (RREQ): - This is a message used by AODV for the purpose of discovering new routes to a destination node. The format of this message is given below-

Type: Type of message 

Reserved: Sent as 0; ignored on reception
	Type [8]
	Reserved [16]
	Hop count [8]

	Broadcast ID [32]

	Destination IP address [32]

	Destination Sequence Number [32]

	Originator IP address [32]

	Originator Sequence Number [32]


Table 2: Route request format

Hop Count: The number of hops from the Originator IP Address to the node handling the request.

Broadcast ID: A sequence number uniquely identifying the particular RREQ when taken in conjunction with the originating node's IP address.

Destination IP Address: The IP address of the destination for which a route is desired.

Destination Sequence Number: The latest sequence number received in the past by the originator for any route towards the destination.

Originator IP Address: The IP address of the node, which originated the Route Request.

Originator Sequence Number: The current sequence number to be used in the route entry pointing towards the originator of the route request.

Route Reply (RREP): - This is a message used by AODV to reply to route requests. The format of this message is given below-

	Type [8]
	L
	Reserved [16
	Hop Count [8]

	Destination IP address [32]

	Destination Sequence Number [32]

	Originator IP Address [32]

	Lifetime [32]


Table 3: Route reply format

Type: Type of message 

Reserved: Sent as 0; ignored on reception.

Hop Count: The number of hops from the Originator IP Address to the Destination IP Address.  For multicast route requests this indicates the number of hops to the multicast tree member sending the RREP.

Destination IP Address: The IP address of the destination for which a route is supplied.

Destination Sequence Number: The destination sequence number associated to the route.

Originator IP Address: The IP address of the node, which originated the RREQ for which the route is supplied.

Lifetime: The time in milliseconds for which nodes receiving the RREP consider the route to be valid.

Hello: - This message is special case of Route reply messages. The difference is only that it always makes a route to itself. In another terms, we can say the hop count field is set to 0, the destination address set to the nodes IP address and destination sequence number set to the nodes latest sequence number.

Route Error (RERR): - This message is also special Route reply messages. The difference is that here the destination reflects the route that has broken, and this broken route is assigned an infinite hop count and a sequence number that is increased by one.

Local Repair: - When a link break in an active route occurs, the node upstream of that break may choose to repair the link locally if the destination was no farther than maximum repair TTL hops away. To repair the link break, the node increments the sequence number for the destination and broadcasts a RREQ for that destination.

3.5.2 Working of AODV: - Each mobile host in the network acts as a specialized router and routes are obtained as needed, thus making the network self-starting.  Each node in the network maintains a routing table with the routing information entries to its neighboring nodes, and two separate counters: a node sequence number and a broadcast-id. When a node (source node ‘S’) wants to communicate with another node (destination node ‘D’), S increments its broadcast-id and initiates path discovery by broadcasting a route request packet RREQ to its neighbors. The RREQ contains the following fields:

– Source address, broadcast-id, source sequence number, destination address, destination sequence number, hop count

The (source-address, broadcast-id) pair is used to identify the RREQ uniquely. Then the dynamic route table entry establishment begins at all the nodes in the network that are on the path from S to D.

As RREQ travels from node to node, it automatically sets up the reverse path from all these nodes back to the source.  Each node that receives this packet records the address of the node from which it was received. This is called Reverse Path Setup. The nodes maintain this information for enough time for the RREQ to traverse the network and produce a reply to the sender and time depends on network size.

If an intermediate node has a route entry for the desired destination in its routing table, it compares the destination sequence number in its routing table with that in the RREQ. If the destination sequence number in its routing table is less than that in the RREQ, it rebroadcasts the RREQ to its neighbors. Otherwise, it unicast a route reply packet to its neighbor from which it was received the RREQ if the same request was not processed previously (this is identified using the broadcast-id and source-addr).

Once the RREP is generated, it travels back to the source, based on the reverse path that it has set in it until traveled to this node. As the RREP travels back to source, each node along this path sets a forward pointer to the node from where it is receiving the RREP and records the latest destination sequence number to the request destination. This is called Forward Path Setup. If an intermediate node receives another RREP after propagating the first RREP towards source it checks for destination sequence number of new RREP. The intermediate node updates routing information and propagates new RREP only,

– If the Destination sequence number is greater, OR

– If the new sequence number is same and hop count is small, OR

Otherwise, it just skips the new RREP. This ensures that algorithm is loop-free and only the most effective route is used

3.5.2.1 Route table management: - Each mobile node in the network maintains a route table entry for each destination of interest in its route table. Each entry contains the following info:

– Destination address, next hop, number of hops, destination sequence number, active neighbors for this route, expiration time for the route table entry

The other useful information contained in the entries along with source and destination sequence numbers is called soft-state information associated to the route entry. The information about the active neighbors for this route is maintained so that all active source nodes can be notified when a link along a path to the destination breaks. And the purpose of route request time expiration timer is to purge the reverse path routing entries from all the nodes that do not lie on the active route

3.5.2.2 Route Discovery: - A node broadcast a RREQ when it wants a route to a destination and does not have any path to reaching there, means when the route to the destination is unknown. After broadcasting the RREQ packet node waits for the RREP packet for RREQ Expire Time. If the reply is not received within this time, the node rebroadcast the RREQ packet again and again up to a certain limited time.

Forwarding of RREQs is done when the intermediate node receiving the RREQ packet and it do not have a route to the destination. It then rebroadcast the RREQ. The node also creates a reverse route to the source node for future purpose if through this node a route is formed to the destination node, means when route reply packet comes to this node that will follow this route to source node. There are some changes in routing table also. This route is valid for much shorter time, than an actual route entry.

When the RREQ packet reaches to a node that either has a route to destination node or it is destination node itself, in this case this node unicasted RREP back to the requesting node. While this RREP is forwarded, a route is formed to the destination node and when the RREP reaches the source node, there exist a route from the source to destination.

3.5.2.3 Route Maintenance: - When a node detects that a route to the neighbor is no longer valid, then this node will remove the routing entry from its routing table and send a link failure message, a triggered route reply message to the neighbors that are actively using the route, informing that this route is no longer valid. For this purpose AODV uses an active neighbor list to keep track of the neighbors that are using the particular route. The node that receives this message will repeat this procedure and tell them not to follow that path. The message will be received by the affected sources that can chose to either stop sending the data or finding a new route by sending a new RREQ packet.

Conclusion

This chapter explained the concept of the routing and its properties for mobile ad-hoc networks. On demand routing is more useful to the table driven routing because there is less routing overhead, but on demand routing takes a large time to establish a route to a particular destination. AODV is a reactive routing protocol, there is less routing overhead because node on the routing path from source to destination maintain their routing table, other node do not update their routing protocol who are not on the routing path. In the case of AODV when node movement is very fast, routing from source to destination is very difficult because node will be in and out of the range of each other. AODV is very efficient when number of mobile node is very large in MANET comparatively to other routing protocol in MANET.
4. PROPOSED SOLUTION

4.1 Exhaustive Literature Survey

There are various strategies for enhancing the routing security [5] in mobile ad hoc network. A solution strategy is based on detection and reaction instead of trying to prevent the problem from happening. In [6], a node detects a misbehaving successor along a packet's path by promiscuously listening on its wireless interface waiting for the packet it forwarded to its successor node. They term this detection mechanism as watchdog. After detection of such a misbehaving successor, the detecting node sends a message to the packet's source that its successor node is misbehaving one. A pathrater implemented in the source node decrements the rating value associated with the misbehaving node and this action may cause the rating of the whole route to change, resulting in the source using another route. Limitations of this mechanism are: (1) the ability of malicious nodes to blackmail legitimate nodes by marking them as malicious, (2) high overhead in terms of additional routing packets caused by the pathrater to discover new routes with no malicious nodes and (3) the lack of punishment of misbehaving nodes, as these nodes can still send packets to the network. However, the third point is only important for selfish nodes, but for malicious nodes they are not interested in sending packets anyway.

In [16], the authors propose a kind of currency, which they call nuglets. In order for a packet to reach its destination, either the sender or the receiver has to pay a sufficient number of nuglets relative to the number of hops the packet traverses. Each node can increase its owned amount of nuglets by forwarding packets for other nodes. This solves the problem of selfish nodes. We are considering that a malicious node has no interest in sending its own packets; the case where the sender pays for the packet will not prevent a malicious node from receiving the packet and dropping it. In the case where the receiver pays for the packet, each intermediate node buys the packet from its predecessor and sells it to its successor all along the path to the destination. In order for a malicious node to drop a packet, it has to buy it. Assuming a malicious node has a limited supply of nuglets, this seems to solve the problem. However, one problem arises in this latter scheme, which is how to prevent a malicious node from stealing nuglets, by selling the packet to its successor and then not forwarding the packet. A solution to this problem based on authentication has the disadvantages of the first solution we presented based on priori trust.

The CONFIDANT [17] scheme utilizes the concept of reputation. Each node keeps track of a blacklist of misbehaving nodes. Detection of a misbehaving neighbor and/or reception of a warning message from trusted peers against a node would add the misbehaving node to the blacklist. A node will not service a request coming from a blacklisted node. Also a packet is routed so that to avoid blacklisted nodes in its path. Based on trust, the ability of malicious nodes to blackmail a legitimate node and the unscalability of the global distribution of the blacklist are some limitations of this scheme.

CORE [18] scheme tries to avoid the limitations of the previous scheme. Nodes are not allowed to distribute negative reputation values on other nodes; however they can broadcast positive values. Each node keeps track of reputation values of its neighbors only. The scheme uses more complex reputation systems. A node attains a negative reputation only when its neighbor detects its misbehavior and this negative value is kept local to the detecting neighbor. A misbehaving node will eventually be isolated from the network when all its neighbors detect its misbehavior and thus stop forwarding packets to/from it. With mobility in mind, one would expect this mechanism to fail if the misbehaving node's neighbors continuously change allowing for a new chance for the malicious node to drop more packets. The authors did not present information on the performance of this scheme. It should be noted that all the above schemes fail in the case of multiple colluding nodes. For example, for this scheme if two colluding nodes are neighbors, one of them would behave normally keeping a path through the other node to drop packets.

In [19] and [20], mechanisms for intrusion detection at either the sender or the receiver try to detect routing misbehavior of intermediate nodes. For example, when the number of dropped packets along the path from the sender to the receiver exceeds some threshold, the path is marked as faulty. In [19], the sender performs a binary search on the path to determine the location of the misbehaving link. The query in this search is a probe packet and peggy-packed on a data packet sent to a specific node in the searched path. The result of this probe is either a probe reply or a probe failure. After the misbehaving link is detected, the weight of the link is changed in such a way that the source-routing based route discovery avoids the faulty link. The mechanism in [20] is routing protocol independent. When a faulty path is detected, the sender tunnels its packets to the destination through one of its buddy nodes, chosen at random from the node's buddy list. If it fails, it tries another buddy till either a path is established or no more buddy nodes are available. The probing mechanism in [19] requires authentication among all nodes in the network, while [20] requires only authentication between the sender and the receiver.
4.2 Cooperative Black Hole Attack Problem
        In [21] Sanjay Ramaswamy has presented an algorithm for the prevention of cooperative black hole attack in MANET. This algorithm is being explained below 
and the modified version of this algorithm is also presented.
4.2.1 Black Hole

A black hole has two properties. First, the node exploits the ad hoc routing protocol, such

as AODV, to advertise itself as having a valid route to a destination node, even though the route is spurious, with the intention of intercepting packets. Second, the node consumes the intercepted packets. We define the following conventions for protocol representation.
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                                 Solid Arrow (Double head) : Nodes i and j have route to each other
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4.2.2 Cooperative Black Hole Attack

According to the original AODV protocol, when source node S wants to communicate

with the destination node D, the source node S broadcasts the route request (RREQ) packet. The neighboring active nodes update their routing table with an entry for the source node S, and check if it is the destination node or has a fresh enough route to the destination node. If not, the intermediate node updates the RREQ (increasing the hop count) and floods the network with the RREQ to the destination node D until it reaches node D or any other intermediate node which has a fresh enough route to D, as depicted by example in Figure 1. The destination node D or the intermediate node with a fresh enough route to D, initiates a route response (RREP) in the reverse direction, as depicted in Figure 3. Node S starts sending data packets to the neighboring node which responded first, and discards the other responses. This works fine when the network has no malicious nodes.












            Figure 7: Network flooding of RREQ












                Figure 8: Propagation of RREP messages

Researchers have proposed solutions to identify and eliminate a single black hole node [3]. However, the case of multiple black hole nodes acting in coordination has not been addressed. For example, when multiple black hole nodes are acting in coordination with each other, the first black hole node B1 refers to one of its teammates B2 as the next hop, as depicted in Figure 2. According to [3], the source node S sends a “Further Request (FRq)” to B2 through a different route (S-2-4-B2) other than via B1. Node S asks B2 if it has a route to node B1 and a route to destination node D. Because B2 is cooperating with B1, its “Further Reply (FRp)” will be “yes” to both the questions. Now per the solution proposed in [3], node S starts passing the data packets assuming that the route S-B1-B2 is secure. However, in reality, the packets are consumed by node B1 and the security of the network is compromised.
4.3. Solution

In this section, we propose a methodology for identifying multiple black hole nodescooperating as a group with slightly modified AODV protocol by introducing Data Routing Information (DRI) Table and Cross Checking.

4.3.1 Data Routig Information Table











              Figure 9: Solution to avoid cooperative black hole attack













              Figure 10: Solution to identify multiple black hole nodes in one-time check
The solution to identify multiple black hole nodes acting in cooperation involves two bits

of additional information from the nodes responding to the RREQ of source node S. Each nodemaintains an additional Data Routing Information (DRI) table. In the DRI table, 1 stands for ‘true’ and 0 for ‘false’. The first bit “From” stands for information on routing data packet from the node (in the Node field) while the second bit “Through” stands for information on routing data packet through the node (in the Node field). In reference to the example of Figure 3, a sample of the database maintained by node 4 is shown in Table 1. The entry 1 0 for node 3 implies that node 4 has routed data packets from 3, but has not routed any data packets through 3 (before node 3 moved away from 4). The entry 1 1 for node 6 implies that, node 4 has successfully routed data packets from and through node 6. The entry 0 0 for node B2 implies that, node 4 has NOT routed any data packets from or through B2.
	Node #
	Data Routing Information

	
	From
	Through

	3
	1
	0

	6
	1
	1

	B2
	0
	0

	2
	1
	1


Table 4.  Additional table of data routed from, and routed to nodes maintained by node 4.
4.3.2 Cross Checking

In our techniques we rely on reliable nodes (nodes through which the source node has

routed data) to transfer data packets. The modified AODV protocol, and the algorithm for our proposed methodology are illustrated in Figure 5. In the protocol, the source node (SN) broadcasts a RREQ message to discover a secure route to the destination node. The Intermediate Node (IN) generating the RREP has to provide its Next Hop Node (NHN), and its DRI entry for the NHN. Upon receiving RREP message from IN, the source node will check its own DRI table to see whether IN is a reliable node. If source node has used IN before to route data, then IN is a reliable node and source node starts routing data through IN. Otherwise, IN is unreliable and the source node sends FRq message to NHN to check the identity of the IN, and asks NHN: 1) if IN has routed data packets through NHN, 2) who is the current NHN’s next hop to destination, and 3) has the current NHN routed data through its own next hop. The NHN in turn responds with FRp message including 1) DRI entry for IN, 2) the next hop node of current NHN, and 3) the DRI entry for the current NHN’s next hop. Based on the FRp message from NHN, source node checks whether NHN is a reliable node or not. If source node has routed data through NHN before, NHN is reliable; otherwise, unreliable. If NHN is reliable, source node will check whether IN is a black hole or not. If the second bit (ie. IN has routed data through NHN) of the DRI entry from the IN is equal to 1, and the first bit (ie. NHN has routed data from IN) of the DRI entry from the NHN is equal to 0, IN is a black hole. If IN is not a black-hole and NHN is a reliable node, the route is secure, and source node will update its DRI entry for IN with 01, and starts routing data via IN. If IN is a black-hole, the source node identifies all the nodes along the reverse path from IN to the node that generated the RREP as black hole nodes. Source node ignores any other RREP from the black holes and broadcasts the list of cooperative black holes. If NHN is an unreliable node, source node treats current NHN as IN and sends FRq to the updated IN’s next hop node and goes on in a loop from steps 7 through 24 in the algorithm.

Notations :
SN: Source Node                            IN: Intermediate Node

DN: Destination Node                    NHN: Next Hop Node

FRq: Further Request                     FRp: Further Reply

Reliable Node: The node through which the SN has routed data

DRI: Data Routing Information

ID: Identity of the node
1 SN broadcasts RREQ

2 SN receivesRREP

3 IF (RREP is from DN or a reliable node) {

4 
Route data packets (Secure Route)

5 }

6 ELSE {

7 
Do {

8 

Send FRq and ID of IN to NHN

9 

Receive FRp, NHN of current NHN, DRI entry for

10 


NHN's next hop, DRI entry for current IN

11 

IF (NHN is a reliable node) {

12 


Check IN for black hole using DRI entry

13 


IF (IN is not a black hole)

14 



Route data packets (Secure Route)

15 


ELSE {

16 



Insecure Route

17



 IN is a black hole

18 



All the nodes along the reverse path from IN to the node

19 




that generated RREP are black holes

20 


}

21 

}

22 

ELSE

23


 Current IN = NHN

24 
} While (IN is NOT a reliable node)

25  }
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Figure 11:  Modified AODV protocol and algorithm to prevent cooperative black hole attack

As an example, let’s consider the network in Figure 4. When node B1 responds to source

node S with RREP message, it provides its next hop node B2 and DRI for the next hop (i.e. if B1 has routed data packets through B2). Here the black hole node lies about using the path by replying with the DRI value equal to 0 1. Upon receiving RREP message from B1, the source node S will check its own DRI table to see whether B1 is a reliable node. Since S has never sent any data through B1 before, B1 is not a reliable node to S. Then S sends FRq to B2 via alternative path S-2-4-B2 and asks if B2 has routed any data from B1, who is B2’s next hop, and if B2 has routed data packets through B2’s next hop. Since B2 is collaborating with B1, it replies positively to all the three requests and gives node 6 (randomly) as its next hop. When the source node contacts node 6 via alternative path S-2-4-6 to cross check the claims of node B2, node 6 responds negatively. Since node 6 has neither a route to node B2 nor has received data packets from node B2, the DRI value corresponding to B2 is equal to 0 0 as shown in Figure 4. Based on this information, node S can infer that B2 is a black hole node. If node B1 was supposed to have routed data packets through node B2, it should have validated the node before sending it. Now, since node B2 is invalidated through node 6, node B1 must cooperate with node B2. Hence both nodes B1 and B2 are marked as black hole nodes and this information is propagated through the network leading to their listing as black holes, and revocation of their certificates. Further, S discards any further responses from B1 or B2 and looks for a valid alternative route to D.The process of cross checking the intermediate nodes is a one time procedure which we believe is affordable to secure a network from multiple black hole nodes. The cost of cross checking the nodes can be minimized by letting nodes sharing their trusted nodes list (DRI table) with each other.

4.4 Problem with above algorithm

4.4.1 Do not check intermediate nod for black hole

The above algorithm does not check current intermediate node for black hole if the next hop is not reliable, this is shown below.

Notations :
SN: Source Node                            IN: Intermediate Node

DN: Destination Node                    NHN: Next Hop Node

FRq: Further Request                     FRp: Further Reply

Reliable Node: The node through which the SN has routed data

DRI: Data Routing Information

ID: Identity of the node
1 SN broadcasts RREQ

2 SN receivesRREP

3 IF (RREP is from DN or a reliable node) {

4 
Route data packets (Secure Route)

5 }

6 ELSE {

7 
Do {

8 

Send FRq and ID of IN to NHN

9 

Receive FRp, NHN of current NHN, DRI entry for

10 


NHN's next hop, DRI entry for current IN

11 

IF (NHN is a reliable node) {

12 


Check IN for black hole using DRI entry

13 


IF (IN is not a black hole)

14 



Route data packets (Secure Route)

15 


ELSE {

16 



Insecure Route

17



 IN is a black hole

18 



All the nodes along the reverse path from IN to the node

19 




that generated RREP are black holes

20 


}

21 

}

22 


23


 
24 
} While (IN is NOT a reliable node)

25  }
4.4.2  The algorithm takes more time to execute

The problem with above algorithm is that it takes more time to execute. The algorithm start finding the black hole node each time when it gets a RREP from an unreliable node even when the network is not under attack., then why to execute the algorithm when the network is not under attack. As MANET is resource limited , nodes may drop packet due to overloaded, lack of CPU cycles, buffer space or bandwidth to forward packets. 
4.5 Solution of above Problem
4.5.1 Do not check intermediate nod for black hole

I have modified the above algorithm for finding the solution as described above. The modified algorithm is given below and implemented and named as modified AODV
Modified Algorithm

· If the intermediate node (IN) generates the Route Reply (RREP), it has to provide its next hop node (NHN) and its DRI entry for the next hop node

· Upon receiving RREP message from IN, the source node will check its own DRI table to see whether IN is a reliable node or not

· If the source node has used IN before to route data, then IN is a reliable node, then send data
· Else , If the source has not routed data through IN before, IN is not a reliable node

· Then source first check the status about IN and sends Further Request (FRQ) message to NHN of the IN to verify the reliability of the IN and ask NHN:

· Whether the IN has routed data packet through NHN.

· Who is the current NHN’s next hop to the destination?

· Has the current NHN routed data through its own next hop?

· NHN responds with Further Reply (FRP) message which includes:

· DRI entry for IN.

· The next hop node (NHN) of current NHN, and

· The DRI entry for the current NHN’s next hop.

· Upon receiving FRP from NHN, source will check , If the current NHN is the destination

· The source starts routing data and updates its DRI table with all nodes between the source and the destination

· If NHN is not the destination

· The source node checks whether NHN is a reliable node or not

· If the source node has routed data through NHN before, NHN is reliable ,Else NHN is unreliable

· IF NHN is reliable, the source node will check whether IN is a black hole or not

· If the second bit of the DRI entry from IN is equal to 1 (IN has routed data through NHN) and the first bit of the DRI from NHN for IN is equal to 0 (NHN has not routed data from IN) then IN is a black hole node All the nodes along the reverse path from IN to the node that generated RREP are black holes
· Else IN is not a black hole node, route data

· If the NHN is an unreliable node, then the source node will check whether IN is a black hole or not

· If the second bit of the DRI entry from IN is equal to 1 (IN has routed data through NHN) and the first bit of the DRI from NHN for IN is equal to 0 (NHN has not routed data from IN) then IN is a black hole node , and source node store the status of  IN in their own database.

· And then treats the current NHN as IN and repeat the       process
4.5.2  The algorithm takes more time to execute
I have got the idea for this solution from [22] which is explained below. The goal of our algorithm is to detect malicious dropping of data packets by an intruder node. In our approach each node in the route is monitored by its neighbors. Neighbors counts the no of data packets forwarded by the node (say dataCount ) and on receiving query message from the source which contains no of packets actually sent by the source  ( say xi ) neighbors of each node check if ( dataCount  ≠ xi    )  then it replies to source via a result message. Now the problem is that mobile ad hoc networks are resource limited. So nodes may drop packets due to overloaded, lack of CPU cycles, buffer space or bandwidth to forward packets. For these the above straight forward comparison cannot be applied in a rigorous manner. Therefore we assume a threshold probability of packets dropped by a node through no fault of its own. 

Let A be threshold probability of non malicious packet drop of each node then each monitor node check if (  xi (1- A )   ≤ dataCount ) then it is not a suspected node. In our algorithm source node will issue a query message to detect malicious node only when it found that no. of packets received by destination ( say d_count ) is significantly less than no of packets actually sent. If the threshold probability of non malicious packet drop at source node is Ā  , then source will start black hole removal process only if ( d_count < xi ( 1 –  Ā ) ) can be estimated from A as follows . If the non malicious data loss at first node in the route is A then the volume of data actually forwarded by the node to the next node is xi ( 1 – A ). Similarly if at the next node data loss is A then the next node actually forwards xi ( 1 – A ) ( 1 – A ) volume of data. So at the destination total data loss due to non malicious packet drop is   (  xi  -  xi ( 1 – A )N  ), where N is the total number of nodes in the route. Therefore

        


Ā  =     1  -   ( 1 – A )N  

We employ the idea of dividing the total traffic volume into a set of small data blocks[23] so that the malicious nodes can be capture in between the transmission of two such blocks. We choose a window size w which is used to determine the totel no. of such data blocks say k. Before starting the transmission of the data packets from the first block source node  ( say S ) sends a prelude message to the destination node ( say D ) . On receiving prelude message  destination will be alert of the incoming data packets. So destination node sets a timer for the end of the incoming transmission and start counting the number of data packet received. After the timer expired it sends a postlude message to the source containing the number of data packets received by it. Source node sets a timeout for the receiving of postlude message. If the source node received a postlude message before the timeout expire and the number of data packet received by destination is same as the number of data packet sent by source or the data loss is within tolerable range then source starts the transmission of the next data block. Else it starts detection and removal of the malicious nodes in the route.
5 EXPERIMENT & RESULTS

This chapter will discuss about the metrics of a network on the basis of that we can check out the performance of a MANET, simulation parameter that will be used for generating the result of this new routing protocol, results and the analysis on the basis of these results.

5.1 Simulation Model

To evaluate and compare the performance of our protocol, we implement modified AODV protocol and compare the result with AODV on Omnet++ simulator which runs on windows. All the variable parameters used in the simulations are default values which are recommended by the AODV [2]. To measure the performance evaluation metrics which Throughput and Packet Delivery Ratio, we consider several scenarios. We select the number of black hole nodes, total number of nodes, different pause time as variable parameters and we simulate all protocols for different settings and collect the values of performance evaluation metrics in each scenario. Unless explicitly says, all simulation scenarios are configured according to the Table 5. 

We use 6 Constant Bit Rate (CBR) sessions in the mobile ad hoc network. Each of these CBR applications uses 512-byte data packets at the rate of 3 packets/second. The random waypoint model is used to model mobility. Each node starts its journey from a random location to a random destination. When the destination is reached, another random destination is targeted after given pause. We conduct 10 independent simulation runs for each scenario to obtain the average measures for the performance metrics. We simulate 150s for each run. 
	Communication Type
	CBR

	Number of Nodes
	50

	Maximum mobility speed of nodes
	15 m/sec

	Simulation Area
	1000m x 1000 m

	Simulation Time
	150 sec

	Packet Rate
	3 packets/sec

	Packet Size
	512 bytes

	Pause Times
	0,15,30 sec

	Number of malicious nodes
	0, 3,5


Table 5: Simulation Parameters

Throughput: - It is the total number of received packet per unit time. In another term, throughput is the packet size (in term of bits) that is going to be transmitted divided by the time that is used to transmit these bits.

Throughput = Total No. of packet received / Total traversing time

End-to-end delay: - This is defined as the delay between the time at which the data packet was originated at the source and the time it reaches the destination.

Delay = Receiving time – Sending time

Packet delivery ratio (PDR): - The ratio between the number of packets received by the CBR sink at the final destination and the number of packets originated by the CBR sources.

PDR = Total No. of packet received / Total No. of packet sent
5.2 Results

5.2.1  Impact of Number of Black Hole Nodes
First, results are calculated for throughput vs. number of black hole node with pause times 0 sec, 40 sec, 120 sec and 160 sec. These line charts are shown below- 
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Figure 12: Throughput vs. Black hole nodes for 0 second pause time.
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Figure 13: Throughput vs. Black hole nodes for 15 seconds pause time
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Figure 14: Throughput vs. Black hole nodes for 30 seconds pause time
The results are shown in table 7 increases in the value of throughput when the modified AODV based on our algorithm  is active in the presence of 3 black hole nodes, when scenario of node movement for pause time is 0 sec, 15 sec and 30 sec.

	Pause

Time (sec)
	Throughput in  (kbps) with AODV
	Throughput in (kbps) modified AODV
	% Increase in Throughput

	0 sec
	4.561995
	6.282612
	37%

	15 sec
	3.861163
	5.52182
	43%

	30 sec
	2.8617387
	3.913752
	36%


Table 6: Percentage increase in Throughput in the presence of 3 Black hole nodes

The results are shown in table 8 increases in the value of throughput when the modified AODV based on algorithm mechanism is active in the presence of 5 black hole nodes, when scenario of node movement for pause time is 0 sec, 15 sec and 30 sec.

	Pause

Time (sec)
	Throughput in  (kbps) with AODV
	Throughput in (kbps) with modified AODV
	% Increase in Throughput

	0 sec
	4.110229
	5.888409
	43%

	15 sec
	3.795626
	5.15321
	35%

	30 sec
	2.064384
	2.918723
	41%


Table 7: Percentage increase in Throughput in the presence of 5 Black hole nodes
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Figure 15: Packet delivery ratio vs. Black hole node for 0 second pause time
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Figure 16: Packet delivery ratio vs. Black hole node for 15 seconds pause time
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Figure 17: Packet delivery ratio vs. Black hole node for 120 seconds pause time

The results are shown in table 9 increases in the value of packet delivery ratio when the modified AODV based on algorithm mechanism is active in the presence of 3 black hole nodes, when the scenario of node movement for pause time is 0 sec, 15 sec and 30 sec.

	Pause

Time (sec)
	Packet delivery ratio with AODV
	Packet delivery ratio with modified AODV
	% Increase in Packet delivery ratio

	0 sec
	13.018822
	20.23187
	55%

	15 sec
	14.446043
	21.87251
	51%

	30 sec
	15.23397
	25.19372
	65%


Table 8: Percentage increase in PDR in the presence of 3 Black hole nodes

The results are shown in table 10 increases in the value of packet delivery ratio when the modified AODV based on algorithm mechanism is active in the presence of 5 black hole nodes, when the scenario of node movement for pause time is 0 sec, 15 sec and 30 sec.

	Pause

Time (sec)
	Packet delivery ratio with AODV
	Packet delivery ratio with modified AODV
	% Increase in Packet delivery ratio

	0 sec
	11.627732
	18.12934
	56%

	15 sec
	12.333618
	20.18472
	63%

	30 sec
	12.521898
	20.54831
	64%


Table 9: Percentage increase in PDR in the presence of 5 Black hole nodes
Simulated results are taken on Omnet ++  which runs on windows. A network of 50 nodes was taken for simulation with different pause time i.e. 0, 40, 120 and 160 seconds. Throughput and packet delivery ratio was calculated for existing AODV running for different scenarios having 0, 3 and 5 black hole nodes.

Using same simulation parameter our modified algorithm was tested on above-mentioned networks having 0, 3 and 5 black hole nodes. 

The experimental results show that when the black hole nodes is increased up to 6% of total network nodes then in the presence of algorithm active throughput increases up to around 39% for different scenarios. When the black hole nodes is increased up to 10% of total network nodes then in the presence of algorithm active throughput increases up to 43% for different scenarios.

The experimental results also show that when the black hole nodes is increased up to 6% of total network nodes then in the presence of algorithm active packet delivery ratio increases up to 55% to 60% for different scenarios. When the black hole nodes is increased up to 10% of total network nodes then in the presence of algorithm active packet delivery ratio increases up to 60% to 65% for different scenarios.
5.2.2  Impact of Number of Nodes

Simulated results are taken on Omnet ++  which runs on windows. A network of 50 nodes was taken for simulation with different no of nodes i.e. 20,30,40 and 50. Throughput and packet delivery ratio was calculated for existing AODV running for different scenarios having  3 black hole nodes and 20 sec pause time.

Using same simulation parameter our algorithm was tested on above-mentioned networks having 20,30,40 and 50 no of  nodes. 
Figure 14 illustrates the impact of the number of nodes on throughput for modified AODV and AODV with 3 black hole nodes . The AODV heavily suffer from the cooperative black hole attacks since AODV protocol do not have any mechanism to defend against cooperative black hole attacks. Our protocol presents higher throughput nearly as high as the AODV without black holes (benchmark plot in the figure with dotted line) since our protocol can prevent malicious packet drops by black holes. When the number of nodes is 20 all the protocols gave somewhat lower throughput since 20 nodes are not quite enough to cover the 1000 x 1000 m2 region for successful communication. 
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Figure 18: Throughput vs. No. of  node for 20 seconds pause time

Figure 15 illustrates the impact of the number of nodes on Packet Delivery Ratio  for modified AODV and AODV with 3 black hole nodes. The AODV heavily suffer from the cooperative black hole attacks since AODV protocol do not have any mechanism to defend against cooperative black hole attacks. Our protocol presents higher Packet Delivery Ratio  nearly as high as the AODV without black holes (benchmark plot in the figure with dotted line) since our protocol can prevent malicious packet drops by black holes. 
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Figure 19: Packet Delivery Ratio  vs. No. of  node for 20 seconds pause time
6. 
CONCLUSION AND FUTURE WORK

______________________________________________________

6.1 Conclusion

The field of MANET is rapidly growing and changing. While there are still many challenges that need to be met, it is expected that such networks will see general use within the next few years. One of these challenges is security. Security of mobile ad hoc networks has recently gained momentum in the research community. Due to the open medium of ad hoc networks, and their inherent lack of infrastructure, security exposures can be an obstacle to basic network operation. It is impossible to find a general idea that can work efficiently against all kinds of attack, since every attack has its own distinct characteristics. To my knowledge, there is no previously published work on detecting and defending against malicious nodes in the field of MANET’s routing protocol.

This thesis has discussed a new modified algorithm  against a well-known insider active attack ”cooperative black hole attack”. Then, an analysis of the multiple black hole attack in the presence of different scenario that the proposed modified algorithm defends against was presented.

The results of this thesis shows that in the presence of 10% misbehaving nodes in the scenario of 50 nodes throughput increases 43% and packet delivery ratio increases approximately 60% to 65 % in the presence of modified algorithm. On the basis of results, it is concluded that modified algorithm is able to counter the cooperative black hole attack in MANET.
6.2 Future Work

The solution presented in this thesis detect and remove only  cooperative black hole attack by re
lying on reliable node. There is another category of attack known as Gray hole attack in which a node changes Its behviour e.g. dropping a packet for one node and forwarding for other or dropping packet for a period of time and after it will not drop the packet. Such type of nodes are difficult to identify. Future plan is to identify the Gray hole attack  and implement it on simulator. The first solution as provided above in chapter 4 can be implemented and to analyze the performance of the MANT.
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Appendix 

A.1 Omnet++  basics
OMNeT++   is an object-oriented, modular, discrete event network simulator.  An OMNeT++   model consists of hierarchically nested modules.

Modules communicate through message passing.  Messages can contain arbitrarily complex data structures. Modules can send messages either directly to their destination or along a predefined path, through gates and connections. Modules can have their own parameters. Parameters can be used to customize module behavior and to parameterize the model's topology. 

The simulator as well as user interfaces and tools are portable: they are known to work on Windows and on several Unix flavors, using various C++ compilers.

OMNeT++ models are often referred to as networks. The top-level module is the system module. The system module contains submodules, which can also contain submodules themselves .The depth of module nesting is not limited; this allows the user to reflect the logical structure of the actual system in the model structure.
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Fig 20: Simple and compound modules

Simple modules contain the algorithms in the model. The user implements the simple modules in C++, using the OMNeT++ simulation class library.

The “local simulation time'' of a module advances when the module receives a message. The message can arrive from another module or from the same module (self-messages are used to implement timers). 

Gates are the input and output interfaces of modules; messages are sent out through output gates and arrive through input gates.

Each connection (also called link) is created within a single level of the module hierarchy: within a compound module, one can connect the corresponding gates of two submodules, or a gate of one submodule and a gate of the compound module. 
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Fig21: Connections in OMNET++

Building and running simulations

An OMNeT++ model consists of the following parts: 

· NED language topology description(s) (.ned files) which describe the module structure with parameters, gates etc. NED files can be written using any text editor or the GNED graphical editor. 

· Message definitions (.msg files). You can define various message types and add data fields to them. OMNeT++ translate message definitions into full-fledged C++ classes. 

· Simple modules sources. They are C++ files, with .h/.cc/.cpp suffix. 

Simulation programs are built from the above components. First, .msg files are translated into C++ code using the opp_msgc. program. Then all C++ sources are compiled, and linked with the simulation kernel and a user interface library to form a simulation executable.

Running the simulation and analyzing the results

The simulation executable is a standalone program, thus it can be run on other machines without OMNeT++ or the model files being present. When the program is started, it reads a configuration file (usually called omnetpp.ini). This file contains settings that control how the simulation is executed, values for model parameters, etc. 

The NED Language  

The topology of a model is specified using the NED language. The NED language facilitates the modular description of a network. 

Network description may consist of a number of component descriptions (channels, simple/compound module types). The channels, simple modules and compound modules of one network description can be reused in another network description. 

Files containing network descriptions generally have a .ned suffix. NED files can be loaded dynamically into simulation programs, or translated into C++ by the NED compiler and linked into the simulation executable.  

Modular architecture of MANET
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Fig 22 :  Modular Architecture of Network

Network is a simple module, which contains n mobilehost submodules. Each mobilehost submodule contains 5 submodules to represent physical, mac, network, and application layers and one for its mobility. Each mobilehost submodule has two gates In and Out for external communication.
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