1. INTRODUCTION

Image data is being acquired at an increasing rate due to technological advances in image acquisition and storage. That is, there is tremendous growth in very large and detailed image databases. The images are generated at increasing rate by sources such as defense and civilian satellites; fingerprinting devices and criminal investigation; scientific and biomedical imaging; geographic and weather information systems; stock photo databases for electronics publishing and news agency; fabric and fashion design; art galleries and museum management; architectural and engineering design.  These images, if analyzed, can provide useful information to us. Unfortunately it is difficult or even impossible for human to discover the underlying knowledge and patterns in the image when handling a large collection of images. This is the reason that Image mining is rapidly gaining attention among researchers in the field of data mining, information retrieval, and multimedia databases. The image mining has potential in discovering useful image patterns, extract semantically meaningful information (knowledge) from image data. Image mining deals with extraction of implicit knowledge, image data relationship or other patterns not explicitly stored in images. The conventional data mining process involves deriving novel and useful information from data .The process of  discovering valuable information from image data is called image mining, which finds its sources in data mining, content-based image retrieval (CBIR), image understanding and computer vision.
Image mining is the application of computer-based techniques that extract and exploit information from large image sets to support human users in generating knowledge from these sources Image mining uses ideas from computer vision, image processing, image retrieval, data mining, machine learning, databases and AI. The fundamental challenge in image mining is to determine how low-level pixel representation contained in a raw image can be efficiently and effectively processed in order to identify high-level spatial objects and relationships among them.
2. IMAGE REPRESENTATION METHODS
Several images representation methods have been proposed. In the attributed relational graphs (ARGs), the image content is represented by attributed relational graphs in which objects in the image are represented by graph nodes, and the relationships between them are represented by arcs between nodes. Both nodes and arcs are labeled by attributes corresponding to properties of objects and relationships, respectively. Moreover, one of the most important methods for discriminating images is by using the spatial relations   between objects in the images. The spatial representation of an image can be classified into two categories. One is based on positional information, such as the 2D string representation. The others based on directional information, such as the 9DLT representation .representation, which combines both positional and 9DLT’s directional information to represent the spatial relations between objects.  Another representation is 9D-SPA representation, which uses directional and topological information to capture the 
spatial relationships between objects in a symbolic image. Representing an image with the 9D-SPA representations is more powerful than any other representation schemes based on minimum bounding rectangles or the centroids of objects.
Directional information is one of the most important types of information in image database, and the 9DLT representation is fundamental in this method. In this project, we discussed spatial mining algorithm, called 9DLT-Miner, to mine spatial association rules in an image database, where every image is represented by the 9DLT representation. This method consists of two phases.
 In the first phase, we find all frequent patterns of length one. In the second phase, we use
the frequent k-patterns (k>= 1), whose lengths are equal to k, to generate all candidate (k +1)-patterns. For each candidate (k + 1)-pattern generated, we scan the database to count 
the pattern’s support and check whether it is frequent. The steps in the second phase are 
repeated until no more frequent patterns can be found.
· Using 9DLT representation a complementary matrix is designed that enumerates all possible candidates. While generating candidate (k + 1) patterns from frequent k-    patterns using the complementary matrix, we prune most impossible candidate       patterns.
·  The spatial mining algorithm, called 9DLT-Miner, to mine frequent patterns for the images represented by the 9DLT representation. Compared to the Apriori algorithm, the 9DLT-Miner algorithm avoids generating impossible candidates, and therefore is more efficient.      
3. PROBLEM DEFINITION
In this section, the problem definition and preliminary concepts has been defined. Definition 1. Let I (i1, i2,……,iw) be a set of items, each of which is an object  in an  image. 
An item set is a  subset of  I. 
Definition 2.  The spatial relation, r, between two objects is one of nine directional codes, as defined in the 9DLT representation shown in figure 1.These spatial relations are categorized into nine categories. Taking a picture element as a reference point, these categories are defined as follows:
0 reference point

1 to the north of reference

2 to the north-west of reference

3 to the west of reference

4 to the south-west of reference
5 to the south of reference

6 to the south-east of reference

7 to the east of reference

8 to the north-east of reference

These relations can be represented by 1, 2, 3…... 8 as shown in Figure 1.







          
Figure 1: The nine directional codes.
4. CONVERTING A SYMBOLIC IMAGE TO 9-DLT MATRIX
We may use nine directional codes shown in Figure 1 to represent the pair- wise spatial relationships between x, a referenced component and y contrasted component. The directional code say r = 1, represents that y is to the north of x, r = 7 represents that y is to the east of x, and so on. . Thus, the 9DLT matrix T for the symbolic image of Figure 2 is as shown in Figure 3.
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Figure 2. A Symbolic image
Each relationship is represented by a single triplet (x, y, r) .The 9DLT matrix is a lower triangular matrix. The 9DLT matrix for the above symbolic image is given below.
                          O1    O2    O3    O4


            O1      -         -       -          - 

            O2       5       -       -          -

            O3       6       7       -         -

             O4       6       6       6        -

Figure 3. 9 DLT matrix

                 

       
               ( O1,O2,O3,O4,5,6,6,7,6,6)
Figure 4. 9DLT string.
Definition 3. A pattern consists of item set and the spatial relations among  the items in the item set for example: P =(a1,a2,…..,ak,ar1,ar2,…..arm) is a pattern where ai is an item , arj is a spatial relation. The length of  a pattern is the number of items in that pattern. A 
pattern of length k is called k-pattern. The items in a pattern are sorted alphabetically and there is no spatial relation for a pattern of length one.
Definition 4. A pattern P =(a1,a2,…..,ai,ar1,ar2,…..arm) is s sub pattern of  a pattern Q=(b1,b2,…..,bj,br1,br2,…..,brn) , where(a1,a2,…..,ai) is a subset of (b1,b2,…..,bj) and the spatial relation between any two items in P ia equal to  the corresponding relation in Q. For example: P=(O1,O2,O3,5,6,7)  is a sub-pattern of Q=(O1,O2,O3,O4,5,6,3,7,4,5) since (O1,O2,O3) is a subset of (O1,O2,O3,O4) and spatial relation between O1,O2,O3 
in P are equal to the corresponding underlined relation in Q. For a pattern  Q=(O1,O2,O3,O4,5,6,6,7,6,6) there are 10 possiple sub-patterns:   

(O1,O2,O3,5,6,7),(O,O2,O4,5,66),(O2,O3,O4,7,6,6),(O1,O2,5),(O1,O3,6),(O1,O4,6),(O2,O3,7),(O2,O4,6), and (O3,O4,6).
Definition 5. The support of a pattern is defined as the number of transactions in the 
database containing the pattern. A pattern is frequent if its support is not less than the 
min_sup, which is s user specified minimum support threshold.

The algorithm adopts the concepts of the Apriori algorithm to mine spatial   association rules in symbolic image databases. The algorithm consists of two phases. 
First, we transform every image into a 9DLT string. Second, we adopt the candidate generation and support counting procedures used in the Apriori algorithm to find all frequent patterns and use the 9DLT and anti-monotone pruning strategy to prune impossible candidate patterns.

In the Apriori algorithm, when performing the join step for two k-patterns, the first (k–1) items in the two k-patterns must be identical.
Definition 7. Two k-patterns are joinable if the first (k - 1) items and the corresponding relations between them are identical in both k-patterns, where k>= 2.
First, let us consider how to generate candidate 3-patterns. To do this, there must exist one identical item in two joining patterns. 
5. GENERATION OF CANDIDATE 3-PATTERN
Given two frequent 2-patterns (O1, O2, 3), (O1, O3, 4), as shown in Fig. 5(a), since both Patterns have one identical item, O1, we can generate a candidate 3-pattern by joining them. We have (O1, O2, O3, 3, 4,), where the relations between (O1, O2) and (O1, O3) are known. However, since the relation between O2 and O3 is unknown, we need to find possible relations between O2 and O3 from (O1, O2, 3) and (O1, O3, 4). The possible relations between (O2, O3), as shown in Fig. 5(b), are 4, 5, and 6. So, we can obtain three candidate 3-patterns:(O1,O2,O3,3,4,4), (O1,O2,O3,3,4,5), and (O1,O2,O3,3,4,6), where the underlined relations are the possible relations between O2 and O3.
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Figure 5: Generating candidate 3-patterns (a) Two 2-patterns (b) possible candidate 3-patterns.
6. GENERATION OF CANDIDATE 4-PATTERN

For this, let us consider how to   generate a candidate 4-pattern. For this operation, there must exist two identical items in the two patterns to be joined and the relation between these items must be equal. Given the two frequent 3-patterns (O1, O2, O3, 2, 3, 5), (O1, O2, O4, 2, 4, 6) shown in Figure. 6(a), since the first two items are identical and the relation between O1 and O2 is equal, we can generate a candidate 4-pattern (O1,O2,O3,O4,2,3,4,5,6,?) where the relations between (O1,O2), (O1,O3), (O1,O4), (O2,O3), (O2,O4)  are known. However, the relation between (O3, O4) is unknown, so we need to find the possible relations between O3 and O4. By considering the relations between (O1, O3) and (O1, O4) in both 3-patterns, we find that the possible relations between O3 and O4 are 4, 5, and 6. By considering the relations between (O2, O3) and (O2, O4) in both 3-patterns, we find that the possible relations between O3 and O4 are 6, 7, and 8. Thus, the possible relation between O3 and O4 is equal to the intersection of (4, 5, and 6) and (6, 7, 8). That is, the possible relation between O3 and O4 is 6, as shown in Fig. 6(b). We can then obtain a candidate 4-pattern (O1, O2, O3, O4, 2, 3, 4, 5, 6, 6), where the underlined relation is the possible relation between O3 and O4.
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Figure 6: Generating candidate 4-pattern. (a) Two 3-candidate patterns (b) a possible candidate 4-pattern.
7. THE COMPLEMENTARY MATRIX
Two joinable frequent 2-patterns (A,B,X) and  (A,C,Y) can be joined  to generate a candidate 3-pattern (A,B,C,X,Y,Z), possible relations can then be derived using matrix given below. The matrix shown in Figure. 7 is a complementary matrix.
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Figure 7: The possible relations of candidate 3-patterns
The matrix shown in Figure 7 is a complementary matrix, where the Z values of an entry are complementary to those of its symmetric entry. For example, the Z values of entry [1,2] are equal to (6,7,8) and the Z values of its symmetric entry [2,1] are equal to (2,3,4), where 2,3 and 4 are the complementary  relations of 6,7 and 8 respectively, There are six Complementary combinations in the matrix, namely, (2, 3, 4) vs. (6, 7, 8); (4, 5, 6) vs. (1, 2, 8); (1) vs. (5); (2) vs. (6); (3) vs. (7); and (4) vs. (8).

When X and Y are equal, there are three cases (diagonal entries) for Z, as shown in Figure. 7. First, when B and C lie in the same direction vertically, the possible relations Z between them are 
1 or 5. Next, when B and C lie in the same direction horizontally, the possible relations Z between 

them are 3 or 7. Then, the possible relations Z between B and C are 1, 2, 3, 4, 5, 6, 7 or 8.

8. THE 9-DLT MINING ALGORITHM
Input: the database D represented by 9DLT strings, the minimum support threshold

min_sup, and the complementary matrix M.

Output: the set containing all frequent patterns L.

1     begin  

2     Scan database D to find frequent 1-patterns L1 and 2-patterns L2;

3     Sort elements in L2 alphabetically;

4     k = 2;

5     while (Lk ≠ φ) do

6     Lk+1 = φ;

7     Ck+1 = GenCandidates (Lk, M);

8     if (Ck+1 ≠ φ) then

9     Scan the database to count the support for each candidate c in Ck+1;

10   Check that c’s support is not less than min_sup ;

11    If yes, c is added to Lk+1;

12    end if

13    k = k+1;

14   end while

15 L = (Li;        

16 return L;                    

17 end
Figure 8. The 9DLT mining Algorithm

The 9DLT-Miner algorithm, shown in Figure. 8, consists of two phases:

In the first phase, we find all frequent patterns of length one. In the second phase, we use the frequent k-patterns (k>= 2) to generate all candidate (k + 1)-patterns. For each candidate (k + 1)-pattern generated, we scan the database to count its support and check if it is frequent. The steps in phase 2 are repeated until no more frequent patterns can be found. The 9DLT-Miner algorithm consists of one procedure GenCandidates, shown in Figure. 9, which is used to generate possible candidate patterns. 
9. WORKING OF 9-DLT MINING ALGORITHM
Given the six images shown in Figure. 10. We first transform them into six 9DLT matrix then the matrix is converted to 9DLT string as shown in Table 1. Let min_sup = 3. 
After scanning the database and computing the support for each pattern, we find 16 frequent 2-patterns, as shown in Table 2. Next, we generate candidate 3-patterns by joining each pair of joinable frequent 2-patterns. For example, we can join (O1, O2, 5) and (O1, O3, 6) to generate a pattern (O1, O2, O3, 5, 6,?). According to the table in Figure. 7,? may be 6, 7, or 8; however, (O2, O3, 6) and (O2, O3, 8) are not frequent. Therefore, a candidate 3-pattern (O1, O2, O3, 5, 6,7) is generated. By joining each pair of joinable frequent 2-patterns, we obtain the candidate 3-patterns listed in Table 3. By scanning the database, we can find all frequent 3-patterns whose support is not less than min_sup. The frequent 3-patterns, L3, are listed in Table 4.Then; C4 is generated by joining any two joinable frequent 3-patterns where the first two items in both patterns and the relations between them are identical. Thus, we can generate a candidate 4-pattern (O1, O2, O3, O4, 5, 6, 6, 7, 6, ?). According to the 9DLT-property pruning strategy, all possible relations ? between O3 and O4 in this candidate 4-pattern can be found by using the relations of (O1, O3) and (O1,O4), and the relations of (O2,O3) and (O2, O4) to look up the complementary matrix can be 4, 5, and 6.  After generating all possible candidate 4-patterns, we scan the database to count the support for each candidate and find that L4 contains only one pattern (O1,O2,O3,O4,5,6,6,7,6,5).  Because there is only one frequent 4-pattern, it is impossible to generate a candidate 5-pattern. Since no more frequent patterns can be found, the mining process is terminated.

10. PROCEDURE: GenCandidates
Input: the set containing all frequent k-patterns, and the complementary matrix M.

Output: the set containing all candidate (k+1) patterns C k+1
1   begin
2    for each pattern a =( a1,a2,…..,ak,ar1,ar2,…..,ark(k-1)/2) in Lk do
3        for each pattern b =( b1,b2,…..,bk,br1,br2,…..brk(k-1)/2 ) in Lk that is joinable to a do  4             Let Δ be the possible relations between ak and bk by using (a1,ak) and (a1,bk) to  

                                         look up M

5             i =2;

6                  while( Δ ≠ ø and i<k) do
7                      Let Δ’ be the possible relations between ak and bk by using the relations of                                                         
                          (ai,ak ) and  (ai,bk) to look up M;

8                      Let Δ = Δ ∩ Δ’
9                          i = i+1;

10               end while
11               if ( Δ ≠ ø) then
12                   for each r in Δ do
13                         Generate a candidate (k+1) pattern for r;

14                         Check if every sub-pattern of the candidate pattern generated is in Lk;

15                         if yes, add the candidate (k+1)-pattern generated to Ck+1;

16                   end for

17               end if
18       end for

19   end for
20 end

Figure: 9 GenCandidate Procedure
SYMBOLIC IMAGE 1                                         
                                                            A       B       C       D       E       F
	A
	
	
	F

	B


	C
	E
	

	
	
	
	

	
	D
	
	



                -         5       6        6        6       7

      
               -        -       7          6        7       8

                -         -      -           5        7      8


                                                              -         -      -           -        8      8
                                                                         

   -         -     -            -        -       8


-         -     -            -        -       -
SYMBOLIC IMAGE 2
	A
	
	
	

	
	
	
	F

	B
	
	C
	

	
	E
	D
	


               A       B       C       D       E       F


                -         5       6       6       6        6
      

               -        -       7          6        6       8

                -         -      -           5        4      8


                                                              -         -      -           -        3      8
                                                                         


   -         -     -            -        -       8



-         -     -            -        -       -

                                                                A       B       C       D       E       F

SYMBOLIC IMAGE 3
                                                                -         5       6        6        6       7

	A
	
	
	F

	
	
	
	

	B
	
	C
	

	
	
	D
	E


                   -        -       7         6        6        8

  

                    -         -      -         5        6        8


                    -         -      -          -        7        8                                          
                                                                         


   -         -     -            -         -          1


-         -     -            -        -           -

SYMBOLIC IMAGE 4

	
	
	
	B

	A
	C
	
	

	
	F
	
	

	
	D
	
	E


               A       B       C       D       E       F

         

        -      -       8        7        6       6        6
      

               -        -       4          4        5      4
                -        -       -           5        6     5

                                                                -         -       -           -        7     1
                                                                         


     -        -        -           -        -      2


-         -         -           -        -       -

SYMBOLIC IMAGE 5
	F
	
	
	B

	A
	
	
	

	
	C
	
	

	
	D
	
	E


                 A       B       C       D       E       F


                 -         8       6        6        6       1

      

                -          -       4        4        5        3

                -         -         -        5       6        2


                                                                 -         -         -         -       7        2
                                                                         


      -         -         -         -        -        2


   -        -          -         -        -        -

SYMBOLIC IMAGE 6
	
	
	
	B

	C
	
	
	

	
	F
	
	A

	
	D
	
	E


                A       B       C       D       E       F


                 -         1       2        4        5       3

      

                -          -      4        4        5        4

                -          -       -        6        6       6


                                                                 -          -       -        -         7       1
                                                                         


     -           -         -       -         -        3



 -           -     -            -        -       -


Figure 10: Six Symbolic Images and their corresponding 9-DLT  Matrices
TABLE 1
Six 9DLT Strings

S1                   (A,B,C,D,E,F,5,6,6,6,7,7,6,7,8,5,7,8,8,8,8)

S2                  (A,B,C,D,E,F,5,6,6,6,6,7,6,6,8,5,4,8,3,8,8)

S3                  (A,B,C,D,E,F,5,6,6,6,7,7,6,6,8,5,6,8,7,8,1)

S4                  (A,B,C,D,E,F,8,7,6,6,6,4,4,5,4,5,6,5,7,1,2)

S5                  (A,B,C,D,E,F,8,6,6,6,1,4,4,5,3,5,6,2,7,2,2)
S6                  (A ,B,C,D,E,F,1,2,4,5,3,4,4,5,4,6,6,6,7,1,3)
TABLE 2
Frequent 2-Patterns (L2)


A                  (A, B, 5), (A, C, 6), (A, D, 6), (A, E, 6)

B                 (B,C,4), (B,C,7), (B,D,4), (B,D,6), (B,E,5), (B,F,8)

C                 (C, D, 5), (C, E, 6), (C, F, 8)

D                 (D, E, 7), (D, F, 8)

E                 (E, F, 2)


TABLE 3

Candidate 3-patterns (C4)

AB                    (A, B, C, 5, 6, 7), (A, B, D, 5, 6, 6)
AC                    (A, C, D, 6, 6, 5), (A, C, E, 6, 6, 6)
AD                    (A, D, E, 6, 6, 7), (A, D, E, 6, 6, 8)
BC                    (B,C,D,4, 4, 5), (B,C,D,7, 6, 5), (B,C,E, 4, 6, 6), (B,C,E,7, 6, 6), (B,C,F,4, 8, 8),     
                         (B, C, F, 7, 8, 8) 
BD                     (B, D, E, 4, 5, 7), (B, D, E, 4, 5, 8)

CD                    (C, D, E, 5, 6, 7), (C, D, E, 5, 6, 8)

CE                     (C, E, F, 6, 8, 1), (C, E, F, 6, 8, 2)


TABLE 4
Frequent 3-patterns (L3)

AB                  (A, B, C, 5, 6, 7) (A, B, D, 5, 6, 6)
AC                  (A, C, D, 6, 6, 5)
AD                  (A, D, E, 6, 6, 7)
BC                  (B, C, D, 7, 6, 5) (B, C, F, 7, 8, 8)
BD                  (B, D, E, 4, 5, 7
CD                  (C, D, E, 5, 6, 7)
CONCLUDING REMARKS AND FUTURE WORK
In this project we have discussed an algorithm called 9DLT-Miner for mining spatial association rules in image databases where every image is represented by a 9DLT representation. The algorithm consists of two phases. In the first phase, we find all frequent patterns of length one. In the second phase, we use the frequent k-patterns (k >= 1), whose lengths are equal to k, to generate all candidate (k + 1)-patterns and then scan the database to count the support and check if a pattern is frequent for each candidate (k + 1)-pattern generated. The steps in phase 2 are repeated until no more frequent patterns can be found. Since the proposed algorithm utilizes the anti-monotone and 9DLT pruning strategies to prune a large number of impossible candidates, it is more efficient than the Apriori algorithm. This algorithm can be used in many real-world applications, such as geographic information systems (GIS), architectural images, medical images, and multimedia information systems. Although our proposed method is designed to mine for frequent patterns of images represented by the 9DLT representation, it can also be extended to mining frequent patterns for images represented by the other directional representations such as 17DLT, as long as the complementary matrices for those representations can be found. For the 17DLT representation, each directional code (not including 0) in the 9DLT representation is divided into two sub-directional codes. It is straightforward to find the complementary matrix for the 17DLT representation by extending the approach of finding the complementary matrix for the 9DLT representation. Moreover, we can also mine frequent patterns for the 17DLT representation based on the frequent patterns of the 9DLT representation. To do so, we first generate the possible candidate patterns for the 17DLT representation from frequent patterns in the 9DLT representation. We then scan the database once to count the supports of those candidate patterns and find the frequent patterns in the 17DLT representation. 
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