Digital Watermarking for Embedding and Extracting of Audio Signals using MATLAB


CHAPTER-1

INTRODUCTION

Most companies and government agencies have a dire need for protecting sensitive information. Encryption, access restriction, and locking documents behind firewalls are some common techniques for protecting sensitive information. Encryption is an effective way for preventing an unauthorized person from viewing the content of a sensitive document. Nonetheless, once the document is decrypted for viewing using the secret key, an ill-intentioned authorized person can save, copy, print, or transmit the unencrypted document anywhere he or she wants without any major difficulty. Restricting access of a document to only a few individuals works well with trustworthy individuals. Unfortunately, it is common to find secret documents circulating outside their trusted rings and even in the public media. Identifying the untrustworthy person is often difficult and unpleasant.
Firewalls are an effective means to ban casual outsiders from accessing an organization’s network. Firewalls also make it very difficult for a savvy computer hacker to break in. Unfortunately, firewalls cannot prevent an insider from copying a sensitive document onto a disk or emailing it to an outsider using a third-party Internet service provider to avoid tracking. Obviously, a comprehensive solution for ensuring the security of sensitive documents cannot rely on a single technique. Instead, effective security must employ all the aforementioned techniques, and furthermore, it must  fingerprint the document.

 Furthermore, The growth of high speed computer networks and that of Internet the new opportunities can be broadly grouped under the label “electronic commerce”.  In particular, it has explored means of new business, scientific, entertainment, and social opportunities in the form of electronic publishing and advertising, real-time information delivery, product ordering,  transaction  processing,  digital  repositories  and  libraries,  web  newspapers  and magazines,  network  video  and  audio,  personal  communication,  lots  more. 
    The  cost effectiveness of selling software, high quality art work in the form of digital signals and video  sequences  by  transmission  over  World  Wide  Web  (www)  is  greatly  enhanced consequent to the improvement of technology. Sending hard copies by post may soon be a thing of past [2,5,13,14,15].Though   the   commercial   exploitation   of   the   www   is   steadily   being   more appreciated,  apprehension  on  the  security  aspect  of  the  trade  has  only  funneled  the exploitation to be restricted to the transmission of demo and free versions of software and art.  Ironically,  the  cause  for  the  growth  is  also  of  the  apprehension  –  use  of  digital formatted data. Digital media offer several distinct advantages over analog media: the quality of digital audio, signals and video signals are higher than that of their analog counterparts. Editing  is  easy  because  one  can  access  the  exact  discrete  locations  that  should  be changed. Copying is simple with no loss of fidelity.  A copy of a digital media is identical to the original.

The ease by which digital information can be duplicated and distributed has led to the need for effective copyright protection tools [16]. Various software products have been recently introduced in attempt to address these growing concerns. It should be possible to hide data (information) within digital audio, images and video files. The information is hidden in the sense that it is perceptually and statistically undetectable. One way to protect multimedia data against illegal recording and retransmission is to  embed  a  signal,  called  digital  signature  or  copyright  label  or  watermark,  that completely characterizes the person who applies it and, therefore, marks it as being his intellectual property.

Watermarking   refers to the embedding of an indiscernible ID in the data which identifies the owner or the recipient of the data. Fingerprinting does not mean cryptographically hashing the data into a signature that can be used to identify the data uniquely. The embedded ID can be detected and decoded from a fingerprinted data whenever and wherever the data is encountered. This

process can be achieved through the use of digital watermarking techniques.

Generally, a watermarking algorithm should provide with the following properties.

Robustness: Since watermarking is designed as a way to authenticate the 

copyright of the input data, it must be able to resist different kinds of intentional or 
unintentional watermarking attacks.

Imperceptibility: Watermarked data should be acceptable perceptually, i.e., there is no perceptual difference between the original data and the watermarked data.

Security: Watermark construction or detection is not arbitrary to anyone. Only the 
authorized user can execute the corresponding processes.

CHAPTER-2
DIGITAL WATERMARKING
The ease by which digital information can be duplicated and distributed has led to the need for effective copyright protection tools [16]. Various software products have been recently introduced in attempt to address these growing concerns. It should be possible to hide data (information) within digital audio, images and video files. The information is hidden in the sense that it is perceptually and statistically undetectable. One way to protect multimedia data against illegal recording and retransmission is to  embed  a  signal,  called  digital  signature  or  copyright  label  or  watermark,  that completely characterizes the person who applies it and, therefore, marks it as being his intellectual property.

Watermarking   refers to the embedding of an indiscernible ID in the data which identifies  the owner or the recipient of the data. Fingerprinting does not mean cryptographically hashing the data into a signature that can be used to identify the data uniquely. The embedded ID can be detected and decoded from a fingerprinted data whenever and wherever the data is encountered. This

process can be achieved through the use of digital watermarking techniques.

Digital watermarking can be viewed as a communication problem. Information to be sent to the receiver is encoded into a signal called the watermark, which is then embedded into the media signal, referred to as the cover signal, to form the watermarked data [1]. This watermarked data is sent to the receiver through a channel, denoted as the watermark channel, where it might be further processed or even replaced by some other data. This process is also denoted as the attack. In the context of robust watermarking, the goal of an attacker is to impair or even remove the embedded watermark information without impairing the cover signal. Conversely, the aim of the defender is to design the transmitter in such a way that the watermark is still there, as long as the attack results in received signals of sufficient quality. This so-called robust watermarking was first proposed for multimedia copyright protection and then for many other possible applications.

Furthermore the watermark  should  not  be  placed  in  perceptually insignificant regions of the signal (image or audio) or its spectrum since many common signals and geometric processes attack  these  components[10].  For example, a watermark placed in the high frequency spectrum of a signal can be easily eliminated with little degradation to the signal by any process that directly or indirectly performs low pass filtering. The problem then becomes how to insert a watermark into the most perceptually significant regions of a spectrum without such alternations becoming noticeable. Clearly, any spectral coefficient may be altered, provided such modification is small.  However, very small changes are very susceptible to noise.

To solve this problem, the frequency domain of the image or sound is viewed as a communication channel, and correspondingly, the watermark is viewed as a signal that is transmitted through it.  Attacks and unintentional signal distortions are thus treated as noise that the immersed signal must immune to.

Thus, the watermarking can be considered as an application of spread spectrum communications.  In  spread  spectrum  communication,  one  transmits  a  narrow  band signal  over  a  much  larger  bandwidth  such  that  the  signal  energy present  in  any single frequency is imperceptible. Similarly, the watermark is spread over very many frequency bins  so  that  the  energy  in  any  one  bin  is  very  small  and  certainly  undetectable. Nevertheless, because the watermark verification process knows the location and context of the watermark, it is possible to concentrate these many weak signals with a high signal to noise ratio (SNR). However, to considerably destroy such a watermark would require noise of high amplitude to be added to all frequency bins. Spreading of the watermark throughout the spectrum of a signal ensures a large measure of security against unintentional or intentional attack. First the spatial location of the watermark is not obvious. Furthermore, frequency regions should be selected in a fashion that ensures severe degradation of the original data following any attack on the watermark.

3.1 PROPERTIES OF WATERMARKING

There are a number of papers that have discussed the characteristics of watermarks. Some of the properties discussed are: Watermark bit rate, Blind or informed watermark detection, Security,  Perceptual transparency, computational complexity and cost, Robustness,  Tamper resistance and false positive rate. In practice, it is probably impossible to design a watermarking system that excels at all of these. Thus it is necessary to make tradeoffs between them, and those tradeoffs must be chosen with careful analysis of the application. In addition, the application can affect the very definition of a property. In the following subsections, we look at the properties listed above, and discuss how its importance and definition varies with application.

· Computational complexity and cost: Different applications require the embedders and detectors to work at different speeds. In broadcast monitoring, both embedders and detectors must work in (at least) real time. The embedders must not slow down the media production schedule, and detectors must keep up with real time broadcasts. On the other hand, a detector for proof of ownership will be valuable even if it takes days to find a watermark. Such detectors will only be used during ownership disputes, which are rare, and its conclusion about whether the watermark is present is important enough that user will be willing to wait. Furthermore, different applications require different numbers of embedders and detectors. Broadcast monitoring typically requires few embedders and perhaps several hundred detectors at different geographic locations. Copy control applications may need only a handful of embedders but millions of detectors. Conversely, in fingerprinting application implemented by DiVX, in which each player embed a distinct watermark; there would be millions of embedders and only handful of detectors. In general, the more numerous a devices needs to be for a given application, less it must cost. The wide variations in dollar cost and in speed requirements mean that there is wide variation in required computational efficiency of watermark embedders and detectors. The implementation of an audio watermarking system is a tedious task, and it depends on the business application involved. The principal issue from the technical point of view is the computational complexity of embedding and detection algorithms are the number of embedders and detectors used in the system. For example, in broadcast monitoring, embedding and detection must be done in real time, while in copyright protection applications; time is not a crucial factor for a practical implementation. One of the economic issues is the design of embedders and detectors, which can be implemented as hardware or software plug-ins, is the difference in processing power of different devices (laptop, PDA, mobile phone, etc.).

· Robustness: The robustness of the algorithm is defined as an ability of the watermark detector to extract the embedded watermark after common signal processing operations such as digital- to –analog-to digital conversions and lossy compression. Usually, a watermark must survive common signal processing only between the time of embedding and time of detection. A watermark that is e robust against one process may be very fragile against another. Applications usually require robustness in the presence of a predefined set of signal processing modifications, so that watermark can be reliably extracted at the detection side. For example, in radio broadcast monitoring, embedded watermark need only to survive distortions caused by the transmission process, including dynamic compression and low pass filtering, because the watermark detection is done directly from the broadcast signal. On the other hand, in some algorithms robustness is completely undesirable and those algorithms are labeled fragile watermarking algorithms.
· False Positive Rate: A false positive is a detection of watermark in a piece of media that doesn’t actually contain that watermark. When we talk of false positive rate, we refer to number of false positives we expect to occur in a given number of runs of the detector. Equivalently, we can discuss the probability that a false positive will occur in any given detector run. There are subtly different ways to define this probability that are often confused in the literature. They differ in whether the watermark or the media is considered to be the random variable. In the first definition, the probability of false positive is the probability that, given a fixed piece of media and a randomly selected watermark, the detector will report that watermark is in media. The watermarks are drawn from a distribution that is defined by the design of watermark generation system. Typically, watermarks are generated by either a bit-encoding algorithm or by a Gaussian, independent random number generator. In many cases, probability of false positives, according to this first definition, is actually independent of piece of media, and depends only on the method of watermark generation. In the second definition, the probability of false positive is the probability that, given a fixed watermark and a randomly selected piece of media, the detector will detect the watermark in the media. The media is chosen from the distribution of natural media, which is defined by either nature or Hollywood, depending on the application. This distribution is very different from that defined by watermark generation system, and thus probabilities based on this definition can be quite different from those based on first definition. In most applications, we are more interested in the second definition of false positives probability than in the first. However, in a few cases, first definition is also important, such as in case of fingerprinting, where the detection of random watermark in a given image might lead to false accusation of theft. The probability of false positives that is required depends on the application. In case of proof of ownership, the detector is used so rarely that a probability of 10-6 should suffice to make false positives unheard of. On the other hand, in copy control applications, millions of watermark detectors are constantly being run on millions of pieces of media all over the world. If one piece of non -watermarked media consistently generates false positives, it could cause serious trouble. For this reason, the false positive rate should be infinitesimal. For example, the general consensus is that watermark detectors for DVD videos should have false positive rate of 1 in 1012 frame. 

· Fragility:  In some applications, we want exactly the opposite of robustness. Consider, for example, the use of physical watermarks in bank notes. The point of these watermarks is that they do not survive any kind of copying, and therefore can be used to indicate the bill’s authenticity. We call this property of watermarks, fragility. Offhand, it would seem that designing fragile watermarking methods is easier than designing robust ones. This is true when our application calls for a watermark that is destroyed by every method of copying short of perfect digital copies (which can never affect watermarks). However, in some applications, the watermark is required to survive certain transformations and be destroyed by others. For example, a watermark placed on a legal text document should survive any copying that doesn’t change the text, but be destroyed if so much as one punctuation mark of the text is moved.  This requirement is not met by digital signatures developed in cryptology, which verify bit-exact integrity but cannot distinguish between various degrees of acceptable modifications.

· Modification and multiple Watermarks: In some circumstances, it is desirable to alter the watermark after insertion. For example, in the case of digital video discs, a disc may be watermarked to allow only a single copy. Once this copy has been made, it is then necessary to alter the watermark on the original disc to prohibit further copies. Changing a watermark can be accomplished by either (I) removing the first watermark or then adding a new one or (II) inserting a second watermark such that both are readable, but one overrides the other. The first alternative does not allow a watermark to be tamper resistant since it implies that a watermark is easily removable. Allowing multiple watermarks to co-exist is preferable and also facilitates the tracking of content from manufacturing to distribution to eventual sales, since each point in the distribution chain can insert their own unique watermark. If no special measures are taken the availability of a single original with different watermarks will allow a clever pirate to retrieve the unmarked original signal by statistical averaging or more sophisticated methods.

· Standards:  In some application scenarios watermark technology needs to be standardized to allow global usage. An example where standardization is needed is DVD. A copy protection system based on watermarks is under consideration that will require every DVD player to check for a watermark in the same way. However, a standardized detection scheme does not necessarily mean that the watermark insertion method also needs to be standardized. This is very similar to the standardization activities of MPEG, where the syntax and the semantics of the MPEG bit stream is fixed, but not the way in which an MPEG bit stream is derived from base band video. Thus, companies may try to develop embedding systems which are superior with respect to robustness or visibility.
3.2 PROPERTIES OF THE HUMAN AUDITORY SYSTEM (HAS)

This section describes the concept of information hiding in audio sequences. Here, properties of the Human Auditory System (HAS) that are exploited in the process of audio watermarking are reviewed.

Watermarking of audio signals is more challenging compared to the watermarking of images or video sequences, due to wider dynamic range of the HAS in comparison with Human Visual System (HVS). The HAS perceives sounds over a range of power greater than 109:1 and a range of frequencies greater than 103:1. The sensitivity of the HAS to the Additive White Gaussian Noise (AWGN) is high as well; this noise in a sound file can be detected as low as 70 dB below ambient level. On the other hand, opposite to its large dynamic range, HAS contains a fairly small differential range, i.e. loud sounds generally tend to mask out weaker sounds. Additionally, HAS is insensitive to a constant relative phase shift in a stationary audio signal and some spectral distortions interprets as natural, perceptually non-annoying ones. Two properties of the HAS dominantly used in watermarking algorithms are frequency (simultaneous) masking) and temporal masking. In the information hiding scenarios, masking properties are used to embed additional bits into an existing bit stream, again without generating audible noise in the audio sequence used for data hiding.

3.2.1 Frequency Masking 

Frequency (simultaneous) masking is a frequency domain phenomenon where a low level Signal, e.g. a pure tone (the maskee), can be made inaudible (masked) by a simultaneously appearing stronger signal (the masker), e.g. a narrow band noise, if the masker and maskee are close enough to each other in frequency. A masking threshold can be derived below which any signal will not be audible. The masking threshold depends on the masker and on the characteristics of the masker and maskee (narrow band noise or pure tone). If the source signal consists of many simultaneous maskers, a global masking threshold can be computed that describes the threshold of just noticeable distortion (JND) as a function of frequency. The calculation of the global masking threshold is based on the high resolution short-term amplitude spectrum of the audio signal, sufficient for critical band-based analysis and is usually performed using 1024 samples in FFT domain. In a first step, all the individual masking thresholds are determined, depending on the signal level, type of masker (tone or noise) and frequency range. After that, the global masking threshold is determined by adding all individual masking thresholds and the threshold in quiet. The effects of the masking reaching over the limits of a critical band must be included in the calculation as well. Finally, the global signal-to-noise ratio is determined as the ratio of the maximum of the signal power and the global masking threshold.

3.2.2 Temporal Masking
In addition to frequency masking, two phenomena of the HAS in the time domain also play an important role in human auditory perception. Those are pre-masking and post-masking in time. The temporal masking effects appear before and after a masking signal have been switched on and off, respectively as shown in Figure 3.1 (a). The duration of the pre-masking is significantly less than one-tenth that of the post masking, which is in the interval of fifty to two hundred milliseconds. Both pre- and post-masking have been exploited in the MPEG audio compression algorithm and several audio-watermarking methods.

The simplest visualization of the requirements of information hiding in digital audio is called magic triangle given in Figure 3.1(b).

Inaudibility, robustness to attacks, and the watermark data rate are in the corners of the magic triangle. This model is convenient for a visual representation of the required tradeoffs between the capacity of the watermark data and the robustness to certain watermark attacks, while keeping the perceptual quality of the watermarked audio at an acceptable level. 

It is not possible to attain high robustness to signal modifications and high data rate of the embedded watermark at the same time. Therefore, if a high robustness is required from the watermarking algorithm, the bit rate of the embedded watermark will be low and vice versa, high bit rate watermarks are usually very fragile in the presence of signal modifications. However, there are some applications that do not require that the embedded watermark have a high robustness against signal modifications. In these applications, the embedded data is expected to have a high data rate and to be detected and decoded using a blind detection algorithm.

3.3 DIGITAL AUDIO REPRESENTATION 
There are two critical parameters to most digital audio representations: sample quantization method and temporal sampling rate. The most popular format for representing samples of high-quality digital audio is a 16-bit linear quantization, e.g., Windows Audio-Visual (WAV) and Audio Interchange File Format (AIFF). Another popular format for lower quality audio is the logarithmically scaled 8-bit m-law. These quantization methods introduce some signal distortion, somewhat more evident in the case of 8-bit m-law. Popular temporal sampling rates for audio include 8 kHz (kilohertz), 9.6 kHz, 10 kHz, 12 kHz, 16 kHz, 22.05 kHz, and 44.1 kHz. Sampling rate impacts data hiding in that it puts an upper bound on the usable portion of the frequency spectrum (if a signal is sampled at ~8 kHz, you cannot introduce modifications that have frequency components above ~4 kHz). For most data-hiding techniques we have developed, usable data space increases at least linearly with increased sampling rate.

3.4 WATERMARKING SYSTEMS EVALUATION TECHNIQUES

In This section evaluation techniques of watermarking systems are discussed.

     3.4.1 Evaluation of Image watermarking techniques

How then do we provide metrics for the evaluation of watermarking techniques? Capacity and speed can be easily evaluated using the number of bits per cover size, and computational complexity, respectfully. The systems use of keys is more or less by definition, and the statistical imperceptibility by correlation between the original images and watermarked counterpart.

The more difficult task is providing metrics for perceptibility and robustness. Petitcolas as well as others suggest the scheme listed below in Table 1 for the evaluation of perceptibility [11]. We may note above that the only rigorously defined metric above is PSNR, shown below in Table 1. The main reason for this is that no good rigorously defined metrics have been proposed that take the effect of the Human Visual System (HVS) into account. PSNR is provided only to give us a rough approximation of the quality of the watermark. Further levels of evaluation rely strictly on observation under varied conditions, as shown in table 1. 
	Level of Assurance
	Criteria

	Low
	- Peak Signal-to-Noise Ratio (PSNR)

- Slightly perceptible but not annoying

	Moderate
	- Metric Based on perceptual model

- Not perceptible using mass market equipment

	Moderate High
	- Not perceptible in comparison with original   under studio conditions

	High
	- Survives evaluation by large panel of persons under the strictest of conditions.


Table I: Summery of Possible Perceptibility Assurance Levels

.

The following table interprets some ratios of signal to noise in terms of the subjective picture quality. Here picture quality of images is given for different values of SNR.

	S/N Ratio dB
	S/N Ratio :1
	Picture Quality

	60 Db
	1000
	Excellent, No noise apparent.

	50 Db
	316
	Good, a small amount of noise but picture quality good.

	40 Db
	100
	Reasonable, fine grain or snow in picture, some fine details lost.

	30 Db
	32
	Poor picture with great deal of noise.

	20 Db
	10
	Unusable picture.


                         Table 2: SNR Analysis

      3.4.2 Evaluation of audio watermarking techniques

All audio watermarking schemes contain various parameters in common, in particular robustness, security, transparency, complexity, and capacity. Some of these parameters are mutually exclusive tradeoffs; that is, increasing the strength of one will decrease the strength of the other. Robustness describes the reliability of watermark detection after it has been through various signal processing operations. Security reflects how difficult it is to remove a watermark. A scheme is truly secure if knowing the exact embedding algorithm does not help a user detect or extract the hidden data. Transparency relates the human ability to hear the audio watermark. Usually, if not always, complete transparency (complete inaudibility) is desired. The complexity of an encoding scheme might be an important reason to choose one algorithm over another. For instance, a portable consumer device might not have the processing power to carry out an extremely complex scheme in a reasonable time or perhaps at all. Finally, capacity describes how many information bits can be reliably embedded. There have been a few attempts to standardize watermark objectives and evaluation. The Recording Industry Association of America created the Secure Digital Music Initiative (SDMI) whose goals are to “develop open technology specifications for protected digital music distribution”. 

3.5 WATERMARKING OUTLOOK

Watermarking  is  the  process  that  embeds  data  called  a  watermark  or  digital signature or tag or label into a multimedia object such that watermark can be detected or extracted  later  to  make  an  assertion  about  the  object[3].  The object may be an image or audio or video. A simple example of a digital watermark would be a visible “seal” placed over an image to identify the copyright.  However the watermark might contain additional information including the identity of the purchaser of a particular copy of the material. In general, any watermarking scheme (algorithm) consists of three parts: 
•
The watermark

•
The encoder (marking insertion algorithm)

•
The   decoder   and   comparator   (verification   or   extraction   or   detection  algorithm).

Each   owner   has   a   unique   watermark   or   an   owner   can   also   put   different watermarks in different objects the marking algorithm incorporates the watermark into the object. The verification algorithm authenticates the object determining both the owner and the integrity of the object.

       3.5.1 Encoding Process:

Let us denote a signal by A, a signature by X = {x1, x2 …   } the watermarked signal by A’.  E  is  an  encoder  function,  it  takes  an  signal  A and  a  signature  X,  and  it generates a new signal which is called watermarked signal A’,as shown in fig 3.5(a), i.e.

E (A, X) = A’
...………………     





(a)

It should be noted that the signature X may be dependent on signal A. In such cases, the encoding process described by (a) still holds.

            [image: image1.png]ENCODER

Multimediasignal A

Watermarked
Signal A

Signature X T

>

E

L





Figure 3.5(a) Encoding Process

      3.5.2 Decoding Process:   

A  decoder  function  D  takes  the test signal  T (T can  be  a  watermarked  or  un- watermarked signal, and  possibly corrupted)  whose ownership is to be  determined and recovers a signature X’ from the signal. In this process, an additional signal A can also be included which is often the original and un-watermarked version of T, as shown in fig 3.5(b).  This is due to the fact   that   some   encoding   schemes   may   make   use   of   the   original   signals   in   the watermarking  process  to  provide  extra  robustness  against  intentional  and  unintentional corruption of pixels. 
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Figure 3.5(b) Decoding Process
Mathematically,

D (T, A) =X’
…………...    




                (b)
The  extracted  signature  X’  will  then  be  compared  with  the  owner  signature sequence by a comparator function 
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and a binary output decision generated as shown in fig 3.5(c). It is 1 if there is a match and 0 otherwise.
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Here, c is the correlation of two signatures and 
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 is certain threshold.
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Figure 3.5(c) Comparator

where C is the correlator and M = C
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(X’, X).  Without loss of generality, watermarking scheme can be treated as a three-tuple (E, D, and C
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).A watermark must be detectable or extractable to be useful. Depending on the  way  the  watermark  is  inserted  and  depending  on  the  nature  of  the  watermarking algorithm, the method used can involve very distinct approaches. In some watermarking schemes, a watermark can be extracted in its exact form, a procedure we call watermark extraction.  In  other  cases,  we  can  detect  only  whether  a  specific  given  watermarking signal  is  present  in  an  image,  a  procedure  we  call  watermark  detection.  It should be noted that watermark extraction can prove ownership whereas watermark detection can only verify ownership.
3.6 APPLICATIONS OF DIGITAL WATERMARKING
Watermarking is not restricted to just retaining information of author in the work, there are various other purposes for which watermarking may be incorporated into an object. Some of them are: Authentication and , tampering detection, Broadcast monitoring, Copies controls and access control, Ownership Protection, Medical Safety and Transactional Watermarks (fingerprinting).
· Authentication and tampering detection: In the content authentication applications, a set of secondary data is embedded in the Host multimedia signals and is later used to determine whether the host signal was tampered. The robustness against removing the watermark or making it undetectable is not a concern as there is no such motivation from attacker’s point of view. However, forging a valid authentication watermark in an unauthorized or tampered host signal must be prevented. In practical applications it is also desirable to locate (in time or spatial dimension) and to discriminate the unintentional modifications (e.g. distortions incurred due to moderate MPEG compression from content tampering itself. In general, the watermark embedding capacity has to be high to satisfy the need for more additional data than in ownership protection applications. The detection must be performed without the original host signal because either the original is unavailable or its integrity has yet to be established. This kind of watermark detection is usually called a blind detection.

· Broadcast monitoring: There are several types of organizations interested in broadcast monitoring. Advertisers want to ensure that they receive the airtime purchased broadcasting firms. Musicians and actors want that they receive accurate royalty payments for their performances and copyright owners ensures that their property is not illegally rebroadcast stations. We can use watermarks for broadcast monitoring by putting a unique watermarks in each video or sound broadcast. Automated monitoring stations can receive broadcasts and look for these watermarks, when and where each clip appears. Commercials have been deployed for a number of years and concepts have long history.
· Copies controls and access control: In the copy control application, the embedded watermark represents a certain copy control or access control policy. A watermark detector is usually integrated in a recording or playback system, like in the proposed DVD copy control algorithm or during the development Secure Digital Music Initiative (SDMI). After a watermark has been detected and content decoded, the copy control or access control policy is enforced by directing particular hardware or software operations such as enabling or disabling the record module. These applications require watermarking algorithms resistant against intentional attacks and signal processing modifications, able to perform a blind watermark detection and capable of embedding a non-trivial number of bits in the host signal.
· Ownership Protection: In the ownership protection applications, a watermark containing ownership information is embedded to the multimedia host signal. The watermark, known only to the copyright holder, is expected to be very robust and secure (i.e., to survive common signal processing modifications and intentional attacks), enabling the owner to demonstrate the presence of this watermark in case of dispute to demonstrate his ownership. Watermark Detection must have a very small false alarm probability. On the other hand, ownership protection applications require a small embedding capacity of the system, because the number of bits that can be embedded and extracted with a small probability of error does not have to be large.

· Medical Safety: Watermark containing the name of the patient can be embedded onto the X-Rays, MRI Scans & others test results helps in instant identification of the result as belonging to a patient and thus avoid mix-ups which can lead to catastrophic consequences.

· Transactional Watermarks (Fingerprinting): Monitoring and owner identification applications place the same watermark in all copies of same content. However, electronic distribution of content allows each copy distributed to be customized for each recipient. This capability allows a unique watermark to be embedded in each individual copy. Transitional watermarks, also called fingerprints, allow content owner or content distributor to identify the source of illegal copy. This is potentially valuable both as a deterrent to illegal use and as a technological aid to investigation. One possible application of transactional watermark is in distribution of movie dailies. During the course of making a movie, the result of each day’s photography is often distributed to a number of people involved in its production. These dailies are highly confidential, yet occasionally; a daily is leaked to the press. When this happens, studios quickly try to identify the source of leak. Clearly, if each copy of daily contains a unique transactional watermark that identifies the recipient, then identification of source of leak is much easier. 

3.7 INTRUSION ON WATERMARKS

A watermarked signal is likely to be subjected to certain manipulations, some intentional such as compression and transmission noise and some intentional such as cropping, filtering, etc [1,9]. They are summarized in Table 3.
· Lossy Compression: Many compression schemes like JPEG and MPEG can potentially degrade the data’s quality through irretrievable loss of data.
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                                        Table 3 Intrusion on Watermarks

Attacks on watermarks
Geometric Distortions: Geometric distortions are specific to images videos and include such operations as rotation, translation, scaling and cropping.

· Common Signal Processing Operations: They include the followings.

1. D/A conversion

2. A/D conversion

3. Resampling

4. Requantization

5. Dithering distortion

6. Recompression

7. Linear filtering such as high pass and low pass filtering

8. Non-linear filtering such as median filtering

9. Color reduction

10. Exchange of pixels
11. Addition of a constant offset to the pixel values

12. Addition of Gaussian and Non Gaussian noise.
Other intentional attacks:

· Printing and Rescanning.

· Watermarking of watermarked image (re- watermarking).

· Forgery: A number of authorized recipients of the image should not be able to collude to form a copy of watermarked image with the valid embedded watermark of a person not in the group with an intention.

· Collusion: A number of authorized recipients of the image should not be able to come together (collude) and like the differently watermarked copies to generate an un-watermarked copy of the image (by averaging all the watermarked images).

· IBM attack: It should not be possible to produce a fake original that also performs as well as the original and also results in the extraction of the watermark as claimed by the holder of the fake original.

CHAPTER-4

DIGITAL AUDIO WATERMARKING
Traditionally, the only way to watermark signal and evaluate it was through the use of subjective testing [18], in which humans listen to a live or recorded conversation and assign a rating to it. This has been the most reliable method of audio quality assessment but it is highly unsuitable for online monitoring applications and is also very expensive and time consuming. Due to these reasons, objective methods have been developed in recent years, classified into two categories: signal-based methods and parameters- based methods [8,9]. The signal-based methods use the reference and degraded signals as the input to the measurement; on the contrary, the parameters-based methods predict the audio quality through a computational model instead of using real measurement.

Objective methods can also be classified as intrusive and nonintrusive ones. Intrusive method takes both the original and the degraded audios as the input. Non-intrusive methods only require the degraded audios. It is more challenging to design a nonintrusive method because no original audio information could be used during the watermarking process and audio quality evaluation. Recently, several nonintrusive audio quality evaluation methods have been proposed. 

The watermarking of audio signals is of critical importance in today’s computer network control, e-commerce, and telephony networks, mainly because quality is a key determinant of customer satisfaction and key indication of computer network condition. 

• MEAN OPINION SCORE

Mean opinion score (MOS) is one of the most widely used and recognized subjective methods for audio quality measurement [9]. The MOS defines a method to derive a mean opinion score of voice quality after collecting scores from human listeners. It consists in having subjects listening to specific signals in order to rate their quality. Those subjects are trained to build a mapping between a set of processed audio signals. According to specific practice of long standing, the only way to measure the quality of an audio signal was through the use of subjective quality evaluation , in  this test ten or more person were involved to listen a live or recorded conversation and assign a rating to it. Participants listened to the audio sequences and were asked to report using a 5-level quality- scale: Excellent = 5; Good = 4; Fair = 3; Poor = 2; Bad = 1. The arithmetic mean of any collection of these opinion scores is called the mean opinion score. In each subjective experiment, the MOS scores may differ, even under the same condition.

• SIGNAL BASED METHODS

Signal-based methods use the reference and distorted signals as input. The two signals are compared based on some perceptual model and the predictions of subjective test results are generated. In order to achieve an estimate of perceived quality, a measurement should employ as much understanding of human perception and human judgments as possible. The common idea behind perceptual quality measurement is to mimic the situation of a subjective test [9].

 • PARAMETER-BASED METHODS

Besides perceptual measurement, some other parameters based methods, such as Gaussian mixture models, artificial neural networks and E-models, have also been developed for audio quality assessment.

Digital watermarking technology has been around for more than ten years, which has been used in copyright protection, content authentication, copy control, broadcast monitoring, etc. In this project work, we propose a new application of digital watermarking: Digital audio watermarking. The basis of this method is that the carefully embedded watermark in a audio signal and it will suffer the same distortion as the audio does. The proposed method needs neither the original audio signal, nor a training database.Furthermore, without the complicated signal processing on both the original and the degraded audio signals.

4.1 DIGITAL AUDIO WATERMARKING METHOD
Fig. 4.1 illustrates the proposed audio watermarking method using digital watermarking. As shown in Fig. 4.1, the proposed method consists of three parts: 1) watermark embedding; 2) watermark extraction; and 3) Various Distortions. The watermark embedding and extraction are quantization based. The optimized quantization scale is used for both watermarking embedding and extraction. 
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Figure 4.1 Digital Audio watermarking.
This project work includes audio watermarking method using digital watermarking technique and MATLAB as tool. Our algorithm watermarks the input audio data without the need of reference speech or any computational model. The watermark is embedded in the discrete cosine domain or temporal domain of  audio signal by using quantization technique. This algorithm can watermark the audio signals and also show the effect of Gaussian Noise, Compression Error and Jittering Effect. 
4.2 WATERMARK EMBEDDING  ( ENCODER )
Block Diagram of Encoder is shown in figure 4.2
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Embedding Steps are summarized as follows:

· Firstly, random numbers are generated from random number generator, which is initiated by secret key. The secret key is seed of random number generator. Then make an index set 
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 from these random numbers. These random numbers are selected from [K1, K2], 1 
[image: image13.wmf]£

 K1 < K2 
[image: image14.wmf]£

 N. Where K1 and K2 are the range from which random numbers are selected. For example K1 =100 and K2=200 then random numbers are selected from the range varies from (100-200). It means all random numbers have values between 100 and 200. The choice of K1 and K2 are crucial step in embedding the watermark because these values control the robustness and inaudibility of watermark. Where N is size of block in which DCT is applied and one bit code is embedded. Two index sets,  
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, are needed to denote watermark bits 0 and 1, respectively. For example, in order to embed 0 the index set 
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 is used and to embed 1 index set
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  is used. The whole audio signal is divided into number of blocks. Two index sets are needed in order to embed one bit in one block i.e. either 0 or 1. In similar way four index sets such as
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 are needed in order to embed 00 or 01or 10 or 11 respectively in one block i.e. two bits in one block. Therefore a Distinct multiple index sets are used to designate multiple bits of code information in just one block. In the thesis, only one bit is embedded in each block.

· Take the Discrete Cosine Transform (DCT) of whole audio signal. After that divide the DCT coefficients of audio signal into different number of blocks. In each block one bit is embedded i.e. either 0 or 1. Let F= {F1……………FN} be the DCT coefficients whose subscript denote frequency range from lowest to highest frequencies and  N is size of block in which one bit is embedded. Define  
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 as the subset of F corresponds to the first n elements of the index set I0 or I1 according to the embedded code with similar definition for B for the last n elements, that is ,
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, for i = 1,2…………….n. i.e. take the first element of index set I , let it be 180 then take the 180th element of F, let it be .049 then first element of A be .049 then take the second element of index set I  , repeat the above procedure till all the elements of A are selected. Suppose 12 random numbers are generated, it means index set I contains 12 elements i.e. 2n=12 and n = 06. It means both A and B contains 06 elements each. Take 4th element of index set I, let it be 125 then take the 125th element of F, let it be 0.097 then the first element of B be 0.097.After that take 05th element of index set I in order to get the second element of B. Repeat the above procedure till all the elements of B are selected.  A and B are sets used for embedding. If random numbers are selected from index set 
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· Calculate the sample means 
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· The Embedding function presented below introduces a location shift change
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Where C is a constant and   “sign” is a sign function. Choose the value of C always greater than threshold. This function make large value set larger and small value set smaller so that distance between two sample means is always bigger than   
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· Finally, replace the selected elements 
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, respectively, i.e. the 1st element of A which is a1 is replaced by
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 this process goes on till all the elements of A is replaced. Similar, is the case for B, then place the replaced elements of A and B in F at the same position from where it was selected. For example, let the first element of A be 0.0042 i.e. 
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 = 0.0093 then 
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= 0.0093. The first element of A was taken from the 180th element of F; therefore replace the 180th element of F by 0.0093. This process goes on till all the elements of A and B are replaced which further replace the corresponding elements of F. After that, apply the inverse DCT.

4.3 WATERMARK EXTRACTING ( DECODER )

Since the embedding function introduces relative changes of two sets in location, a natural test statistic which is used to decide whether or not the watermark is embedded should concern the distance between the means of A and B.
Block diagram of decoder is shown in figure 4.3
The decoding process is as follows:

· First, generate the same random numbers as generated during embedding by using the same secret key of random number generator as used during embedding. Then made the same index sets
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  as used during encoding process.

· Take the Discrete Cosine Transform (DCT) of watermarked audio signal. Divide the DCT coefficients into same number of blocks as made during embedding process. Then obtain the subsets 
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 from F= {F1…………FN} and compute the sample means and the pooled sample standard errors. For example, obtain the subsets 
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 from the index set 
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, all from F = {F1……………..FN} and compute the sample means 
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· Calculate the test statistics
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·  Define 
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  as the larger value obtained from two statistics.

· In order to decide whether watermark was embedded or not, threshold M is compared with test statistics
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. Watermark is embedded only and only if test statistics 
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 is greater than threshold i.e. 
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>M then bit 0 was embedded otherwise bit 1 was embedded. Choose the value of M in such a way that whenever watermark is embedded then the value of test statistics 
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 should always be greater than threshold M and vice versa.

4.4 FLOW CHARTS 

The following Flowcharts explain the Audio Watermarking Scheme. Figure 4.4 is the main flowchart, figure 4.5 explains encoding processes and figure 4.6 explains decoding process.
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Figure 4.4: Main Flowchart of Audio Watermarking

4.5 PARAMETERS CHOSEN TO IMPLEMENT 
 
Following parameters are used to evaluate the performance of the Audio Watermarking algorithm. These are discussed as below:

· Random Numbers (n): Random numbers are generated from random number generator which is initiated by secret key. This Secret key is the seed of random number generator. Random numbers are used to select the samples of audio signal in which we have to embed the watermark message. In other words random numbers are used to select the frequency of DCT.
· Watermark Message: It is message embedded into the host audio signal. Signal to noise ratio of watermarked signal depends upon the length of watermark message. Larger the length of watermark message smaller is the signal to noise ratio. Five different lengths of watermark message which are 5, 10 and 15 bits are taken in the thesis. Then total number of bits embedded into the audio signal is given by:
B = (length of Watermark Message) * ((Random numbers/2)).

· K:  It is the range from which random numbers are selected. The different values of K have been taken for testing the MPA. The values are:100-200.The choice of K is crucial step in embedding the watermark because these values control the robustness and inaudibility of watermark.

CHAPTER-5

RESULTS AND DISCUSSION
The Algorithm has been tested on standard audio signal which is a recorded sound. The input audio signal is passed to the encoder module. The encoder generates a watermarked audio signal at its output. The watermarked audio signal is then passed through the decoder module in order to get an embedded watermark message.
5.1 Implementation Results for Algorithm: 

The audio signal ‘Signal1.wav’ and ‘Signal2.wav’ has been used for evaluating the performance of the Algorithm. The audio signals are 16 bits stereo signal with sampling frequency of 44.1 KHz. The duration of first signal is 19 sec.  Another audio signal which has been used for testing the performance of MPA is ‘Signal2.wav’ signal which is recorded mp3 song of duration 26 sec with sampling frequency of 44.1 kHz. It is also a 16 bit stereo signal. For testing, the range of K have been taken. This range is given as:

K1= 100-200, . 

For watermark messages, alphabets are chosen and each alphabet is given 5 bits code. For example if ‘DCE’ is to be embedded in host audio signal ‘Signal1.wav’ then it means 15 bits are to be embedded in host audio signal since watermark message ‘DCE’ contains 06 alphabets i.e. D,C,E and for each alphabet 5 bits are needed. In this case length of watermark message is 15 bits.

5.2 Implementation Results for ‘Signal1.wav’ audio signal

For different values of K, Random Numbers and different lengths of watermark message, the values of SNR calculated for ‘Signal1.wav’ audio signal are shown as: 
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Figure 5.1: Original Audio Signal
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Figure 5.2: Reconstructed Watermarked Audio Signal

	RANDOM NUMBERS(n)
	                           SNR (dB)

	
	5 bits
	10 bits
	15 bits

	4
	19.96
	19.78
	18.79

	8
	16.33
	16.22
	16.18

	12
	14.62
	14.39
	14.28


              Table 5.1 SNR vs. Random Numbers for k= [100 200] 
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               Figure 5.3: Length of Watermark message 5-bit
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               Figure5.4: Length of Watermark message 10-bit
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             Figure 5.5: Length of Watermark message 15-bit
5.3 Implementation Results for ‘Signal2.wav’ audio signal
 For different values of K, Random Numbers and different lengths of watermark 
message, the values of SNR calculated for ‘Signal2.wav’ audio signal are shown as:
	RANDOM

NUMBERS(n)
	                             SNR (dB)

	
	5 bits
	10 bits
	15 bits

	4
	21.33
	19.17
	18.05

	8
	17.52
	16.24
	16.03

	12
	16.01
	14.81
	14.69


                     Figure 5.8: Length of Watermark message 5-bit 
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                     Figure5.9: Length of Watermark message 10-bit
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               Figure5.10: Length of Watermark message 15-bit 
The above plot shows that the SNR values obtained for ‘Signal2.wav’ audio signal is much better than that of ‘Signal1.wav’ audio signal because of larger duration of ‘Signal2.wav’ audio signal. The maximum value of SNR is 21.33 db.
5.4 Effect of Various Distortions for Signal1.wav

Here results  of Signal1.wav watermarked audio signal in the presence of various distortions is shown. The various distortions include Compression Error, Gaussian Noise Addition and Jittering Effect. Figure 5.11 shows the Compression Error which is the result of difference of original signal and watermarked signal. Figure 5.12 shows Gaussian Noise Addition on the watermarked Signal, the order of noise is 6.7 
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 10-3. Figure 5.13 shows Jittering Effect on the watermarked Signal. The blue color signal is original watermarked signal and green color signal is after Jittering Effect.
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Figure 5.11: Compressed Audio Signal
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Figure 5.12: Gaussian Noise Addition
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Figure 5.13: Jittering Effect
5.5 Effect of Various Distortions for Signal2.wav

Here results  of Signal2.wav watermarked audio signal in the presence of various distortions is shown. The various distortions include Compression Error, Gaussian Noise Addition and Jittering Effect. Figure 5.14 shows the Compression Error which is the result of difference of original signal and watermarked signal. Figure 5.15 shows Gaussian Noise Addition on the watermarked Signal, the order of noise is 5.3 
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 10-3. Figure 5.16 shows Jittering Effect on the watermarked Signal. The blue color signal is original watermarked signal and green color signal is after Jittering Effect.
CHAPTER-6

CONCLUSION AND FUTURE SCOPE

A technique for watermarking audio signals was developed and successfully implemented. The watermark can be detected after it is embedded without the requirement of the original audio signal. We have proposed a robust digital audio watermarking scheme using MATLAB, aiming at studying the robustness against common signal processing attacks and  various distortions. Further work will concentrate on improving the performance of the watermarking system. Some consideration has been made as follows:
• The feature points selection for recovering is the key factor in our scheme, an algorithm-based selection method will be thought to improve the veracity and  robustness  of recovering.

• Speech quality evaluation can be more useful and helpful for better and enhanced security that the audio signals obtained at output are least distorted.

If the past is any prediction of the future, then it is clear that watermarking

technology will continue to be used by businesses. It is also reasonable to expect that legacy systems will be enhanced through the use of embedded signaling in order to maintain backward compatibility. The linking of traditional media to the Web is still in its infancy and it remains uncertain whether consumers will value services that facilitate commerce and discovery. So we conclude this work that all content is watermarked with a technology that is open, free and can be read by anyone.
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_1260732471

_1260732762

_1260782285

_1213870283.unknown

_1241603829.unknown

_1213870210.unknown

_1213870238.unknown

_1213870168.unknown

_1213870108.unknown

_1213870124.unknown

_1213870094.unknown

_1213869604.unknown

_1213869691.unknown

_1213869998.unknown

_1213869647.unknown

_1213869531.unknown

_1213869559.unknown

_1213869479.unknown

_1213869081.unknown

_1213869301.unknown

_1213869358.unknown

_1213869393.unknown

_1213869340.unknown

_1213869161.unknown

_1213869179.unknown

_1213869128.unknown

_1213868781.unknown

_1213869040.unknown

_1213869052.unknown

_1213869023.unknown

_1213868715.unknown

_1213868721.unknown

_1213868422.unknown

_1213868004.unknown

_1213868259.unknown

_1213868302.unknown

_1213868314.unknown

_1213868277.unknown

_1213868166.unknown

_1213868239.unknown

_1213868036.unknown

_1211502366.unknown

_1213867805.unknown

_1213867907.unknown

_1213867985.unknown

_1213867832.unknown

_1213862586.unknown

_1213862593.unknown

_1213867254.unknown

_1213862585.unknown

_1211501495.unknown

_1211502331.unknown

_1211501307.unknown

