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ABSTRACT

The web, once solely a repository for informatiisngvolving into a provider of services, such as
e-commerce and searching. With this huge amoumtfofmation available th&emanticWeb
Technologiesare one of the promising solutions for efficiemmanaging huge free form data in
web documents. The Semantic Web aims to enricleximting web with a layer of machine-

interpretable metadata so that a computer progeanmdaw conclusions predictably.

Enabling the web with semantic web technologiesomg of the promising solutions for
efficiently managing huge free form data in web woents. The HTML language has a major
drawback. It defines mark-ups that define the fdrmawvhich a given text should be displayed
but says nothing about the text. Thus internet isspresented with lot of irrelevant documents
by present search engines, because they simply raweay to tell what is in the documents.
More over they have no way to tell what a given avior the document means. These problems

are solved by the Semantic Web Technology.

To create semantic web infrastructure based orewunveb and technologies some of the
requirements are: The techniques for developinglogy, mechanism for semiautomatic

population of ontology and methods for semanticatipotating the documents

In this thesis we present state of art methodslablai for developing the ontology, semi
automatically ontology population and semanticaliyotating documents. We go on to build a
tool for above services using existing techniquéss tool has been designed as a prototype for
the plug-in ofNational PanchayatPortal at National I nformaticsCentre (NIC India) to make it

as India’s first semantic portal.
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1. INTRODUCTION

1.1 Introduction of Semantic Web

In the current web the enormous increase of datartae it difficult to find, access, present and
maintain the information required by a wide variefyusers. It is facing new problems such as
information overload, knowledge representation, ybagon and inefficient searching and
organizing data. These problems will be resolvedhigymodern technology known Ssmantic
Web Technology[1][2]. The basic building technologies for knodtge representation are RDF,
a language recommended by W3C for semantic welpatadogy design for particular domain.
Tim Berners-Lee, Director of the World Wide Web Gortium, referred to the future of the
current WWW as thesemantic web- an extended web of machine-readable informatiod
automated services that extend far beyond cucapabilities [3]. To represent knowledge in
semantic web an appropriate knowledge representattbeme for any domain is important to
represent data in effective way. How to represent @rganize data in reusable form to reduce
cost and ease of operation on data is the maie s current web which can be resolved by

the concept of ontology, annotation and semanacceewith the concept of semantic web.

Today’s Web was designed primarily for human intetation and use. Nevertheless, we are
seeing increased automation of Web service inteatipa, primarily in search and e-commerce
applications. The primary goal of today’s searckl &nowsing techniques is to find relevant
documents. As the current web evolves into the gexeration termed the Semantic Web, the

emphasis will shift from finding documents to findifacts, actionable information, and insights.

The information on the internet is in the form acdments. Documents use a mark up language
HTML to organize data for display. Mark ups add somformation to the text. This additional
information helps to organize text in a much bettay than plain text. This HTML language has
a major drawback. It defines mark-ups that defime format in which a given text should be
displayed but says nothing about the text. Thusrirgt user is presented with lot of irrelevant

documents by present search engines, because ithply $iave no way to tell what is in the
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documents. More over they have no way to tell véhgiven word in the document means. These

problems can be solved by modern technology knas8emanticWeh.

Research into the Semantic Web has been contifomglmost a decade. The early days of
research concentrated more on the theoretical sspé®ntologie$4], description logics and
how to formally represent knowledge on the Web. éRdy, research has become more
concentrated on practical applications that cantiserast amount of knowledge that has been
published aRDH5] or OWL.

1.2 Proposed Research Work

To explore this area further we were sent to Natidnformatics Centre (NIC) by our college.
We worked at NIC for its projedtiational PanchayatPortal designed and developed using an
open eNRICH. The portal is developed for all thdage Panchayats in India. There are more
than two lakhg/illage Panchayatsn India. It allows people to upload data on thebgite. After
people upload data files, they are examined bytiministrator. While uploading the documents
the portal asks for some metadata like name oétileor, something about the content etc. The
administrator then reads the file and puts it iprapriate port-lets to be displayed. The portal
also provides a search engine that allows usefiaddhe content on the websitt addition to

it the portal is designed to be multilingual to paf the people speaking and knowing different

languages.

We found that construction and application of NagiloPanchayat portal involves a lot of data
that is generated by user every day, as the nuofbéitlage Panchayats is huge, the amount of
data uploaded on the website is also huge. Andeittsemely time consuming to do all this

manually. An obvious solution is to try and autoenidis whole process.

Therefore making the use of existing tools and netdgies | choose“Design and
Implementation of Semantic Annotation Tool with Onblogy Creation and Semi-automatic
Ontology Population.” as the topic of research for my thesis work.
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1.3 Related Work

A lot of work is being done in the field of semantveb. A number of approaches are being
presented. We came across one such paper [10}s pHper presents and alternative way of
creating semantic web. It calls such webSéft Semantic Weld0]. This paper presents an
approach to creating semantic web without usinglogy. It proposes to use statistical approach
by taking joint frequency of the keywords as theasameter. It suggests that such joint keyword
frequency can represent concepts. Another pap&ada F. Mihalcea and Silvana I. Mihalcea
[11] propose the use &fordNef12] to enhance the information in the documentgsctvican be
used to increase the efficiency of informationiestal.

1.4 Proposed System

To automate the process mentioned in forgoing @ecti2, we found that existing tools and
techniques were either too complex or not suitdbl®ur project. Therefore we went on to
developtechniques andtool required for the project. After analysing the peob, we required

techniques for following services:

* Ontology development for portal domain.
* Ontology based Annotations.

» Semi-Automatic Ontology Population.
We go on to build a tool for above services. Thisl has been designed as a prototype for the
plug-in of National PanchayatPortal at National Informatics Centre (NIC India) to makes
India’s first semantic portal.

1.4.1 Ontology Design

Since data for the National Panchayat Portal isteyesl on the web so for this we need an

integrated knowledge base. To organise and regdrésenhuge data we need ontology for our
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project domain. To developntology[6] for National Panchayat Portal we analysed thi dhat

is published and uploaded onto it and needed amagpip for creation of ontology .We then
developed an approach and identified the claseetrices and various relationships that exist
between those classes. Since different ontologpresd{Tool for creating ontology) for ontology
creation are available we upeotégdg7] for developing our ontology, as it is easy t®euand

provide functionality for checking completeness andsistency.

1.4.2 Ontology Based Annotation

Once we have developed our ontology for the poffiad, Semantic Annotation we need
techniques to automatically read and understanddtioements uploaded. To achieve this we
performNatural LanguageProcessingg] (NLP) on the documents so as to extract infdroma
We usedGATHY9] as a tool for Information Extraction. The eig# identified during NLP are
then looked into the ontology and then documerdneotated with corresponding classes in
ontology. These techniques implemented in tool aled Annotator which annotates the

document given as input usi®ATE.

1.4.3 Semiautomatic Ontology Population

Since the portal involves the continuous flow ofagaso lots of new instances are identified
everyday so to add these instances into the ontolegy have developed an approach which
involves minimum user intervention at administragémd. As the documents are processed by
Annotator, some new entities are generated and administigtpresented with these entities.
The tool prompts ontology class hierarchy to whitlat instance can be added. Further
administrator is asked to verify these types. Afterification the instances are added to

ontology. In this way we achieved partial autonraiio Ontology Population.
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1.5 Organization of work

The remainder of thesis is organized as follows.

In Section 2 we need to have an overview of thmasdic web fundamentals and the
basic building blocks for semantic web, RDF/RDFStdlbgies and its language OWL,
Annotation with semantic annotation, URL’s and Setitaweb architecture, information and

noninformation resources, basic idea of HTTP andXivibrief.

In section 3 we covers the introduction semanti@rce that is the final aim of researchers
community working on semantic web with problemst'tharises with simple content based
search mechanism. It this section we also desctiteeapproaches for creation of Ontology with
some well defined steps as it required to orgatiieedata scattered on the web into an integrated
knowledge base and semi automatic ontology pomulatiechanism that is required to keep our

ontology complete and consistence.

Section 4 deals with the NLP issues that is reguip automatically read the documents
and identifying the entities for semantic annotatemd ontology population. It also covers the
introduction to NLP, natural language understandmith natural language text processing
systems. It also describes in detail IE (Infornvatiextraction) and Semantic Annotation with

definitions.

Section 5 presents the Architecture of the tooén{8ntic Annotation Tool with
semiautomatic ontology population) with its funcié diagram and the design approach | have

used for building the tool.

Section 6 covers the implementation details whih Iblock diagram and different classes
which | have implemented in JAVA & JSP. It showsnahvarious modules communicate with

each other. It also shows the state of art GUI axesldeveloped for the tool using AJAX.
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During the period of working over this project wderacted with professionals in the
field of semantic web we incorporated their revieWge communicated our approach for
developing semantic web infrastructure with someerirational conferences; couple of our

papers are published. Section 7 describes the pamehave published.

Section 8 cover the conclusion of the work doneuby We finally culminate thesis
showing different references including researchepgpweb sites and books that | had gone
through during my project.

Appendix 1, 2, 3 describes GATE, Protégé & Luceahe available tool used fdDesign and
Implementation of Semantic Annotation Tool with Osibgy Creation and Semi-automatic
Ontology Populatiori.
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2. SEMANTIC WEB FUDAMENTALS

This section provides a general introduction to th®emantic Web and its associated
technologies. The main components of the SemantiebAhcluding RDF, OWL and URIs are
all discussed. An introduction is also given to ®@fogy, Annotation and Semantic

Annotation.

2.1 The Semantic Web

The World Wide Web as it exists today consists @nynmillions of documents accessible
through The Internet. Documents can consist of sxdio, video or indeed can be of any format
that can be read on a computer. These documentaaangy produced for human consumption,
i.e. interaction by a user or simply text that b@read. Therefore the majority of the documents
on the Web are meant to be understood by humanssetiby humans. Although the Web has
provided a useful and sometimes invaluable resotinege is a potential to make the Web even
more useful than it is today. A new level of fuociality could be added to the Web if, instead of
being human oriented, the web or documents on #ie eould be understood by machines as
well as humans. The need to make The Web machiderstandable sparked the beginning of
The SemanticWeb[1].

The Semantic Web is an effort, to effectively origarall of the knowledge on the Web, Make it
machine understandable using a common set of stsdmake it universally available to
different forms of devicesand provide services that will help us achievekgathat, at the

moment, require some amount of time and effort.

To give us an idea of what The Semantic Web woolok |like a futuristic scenario was
presented in which electronic intelligent agentswanicate with each other using the Semantic
Web to automatically create doctors appointmentd &oy medication on prescription
(BernersLee2001). There are many such scenarios in which S&émantic Web could fully
automate our everyday tasks. When somebody wdwdddi go on holiday abroad, The Semantic
Web would enable the flights, travel, accommodati@amd entertainment to be booked
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automatically. When someone would need to replapartiof their computer, they would only
need to describe that component and then all of Ml@ufacturers and sellers would
automatically be contacted and the best priced coqmt would be ordered. This is obviously a
very challenging goal and requires a lot of effamtd research in order to make it a reality. The
approach so far has been to build each part ofcdilee’ (see next section) piece by piece until
eventually all the different areas of research eoge. During the last few Year’s significant
progress has been made in laying the foundatiolhed Semantic Web which has now
culminated in W3C approved specifications for knedge representation (RDF) [5] and
ontology definition (OWL). With these specificat®rin place applications are now being
developed that demonstrate the potential powerha $emantic WebShadboltet al. 2004),
(Karger et al. 2005), oy et al. 2000).

Semantic Web is being developed in order to oveectima following main limitations of the

current Web:

* No structured information - the majority of web datents has a lack of structure
regarding the representation of information;

* Ambiguity of web content - the inexistence or paggregation of information to specific
contexts;

» Inadequacy for automatic information transfers;

* Increasing difficulty to locate, access, presemt araintain an online trustful content for
an increasing number of users;

* Inexistence of universal mechanisms able to prowite capacity to machines to

understand the information.

Semantic Web goal is not to make computers undetdtee human language, but to define
an universal model for the information expressiod a set of inference rules that machines can
easily use in order to process and to relate ttoenmation as if they really understand it Though,
as the current Web allowed the sharing of documamisng previously incompatible computers,

the Semantic Web intends to go beyond, allowingegigpe systems, hardwired computers and
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other devices to share contents embedded in ditfelecuments. The main advantages of

Semantic Web can be grouped into several featgréslaws:

» Allows the description and spread of the currenbY&lding to it a concept layer.

» Allows machine-readable, interpretable and edital@b content.

» Offers a way to enable semantic annotations thaltidoe easily organized and found.
* Enhances search mechanisms with the use of Ongslogi

» Enables software agents to carry automatically istiphted tasks - through the use of

smart data.
» Allows better communication between platform indegent software agents.

* Enables the use of levels of trust for information.

2.2 The Semantic Web Concepts
2.2.1 RDF/RDFS

The Semantic Web is based around a core set afaststhat have been developed by the W3C
(World Wide Web Consortiun). This is commonly described as themanticWebL ayerCake’,
(BernersLeeT., 2007) and is shown in Figure 2.1.

User Interface & Applications l

Trust l

Ontology:
Query: OWL Rule: Ie)
SPARQL RIF =)
RDFS 5

Data interchange:
RDF l

XML |

URI/IRI |

Figure 2.1: Semantic web Architecture

Anuj Kumar; Dept. Of Computer Engineering; DCE Page 17



The most important language shown in figure 2.RBF [5] and its associated vocabulary
description framework RDF Schema. The Resource ripgen Framework is a standard that
‘provides interoperability between applications tthexchange machine understandable
information on the Web’L(@assila & Swick 2002). The specification enables things in thé rea

world to be described in the same way that humaassantences to describe things.

The basic description takes the form:

<subject> <predicate> <object>

A subject takes the form of a URI (Uniform Resouldentifier), which is a way of identifying
any object in the world. It looks the same as a UL the address which is given may not be
accessible or may not even exist on the Web, idstes used as a way of linking objects to
some definite identifier. The predicate part, whishalso a URI, describes the property of the
subject. The object is the thing that is doingphedicate. For example the sentence, ‘The Delhi
Engineering College has a student called Anuj Kumeontains a subject, ‘The Delhi
engineering College’, a predicate, ‘student’ ansbhject, ‘Anuj Kumar'. Such a sentence is easy
to translate

into basic RDF/XML syntax and is expressed as:

Subject Predicate Object

\ 4

Figure 2.2 RDF/XML syntax representation

<rdf:RDF>

<rdf:Description about="http://www.dce.ac.in”>
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<akt:hasstudent>Anuj Kumar</akt:hasstudent>
</rdf:Description>
</rdf:RDF>

This assumes that the entity The Delhi Engineei@allege is represented by the URI,
“http://lwww.dce.ac.in”. Thedkt:” refers to a namespace prefix that is declared mamespace
declaration at the beginning of the RDF documehe declaration contains the identifier where
the schema to describe the property ‘has studamt’be found. RDF also contains many other
features such as containers and ways to make smatenmabout statements. The RDF
specification can express a number of differenppriies of entities and relationships between
those entities. The RDFS specification builds onFRID allow the creation of classes and
subclasses to be used in much the same way asatkeysed in taxonomic classifications.
Together, RDF and RDFS have become the acceptedimdgscribing knowledge of specific

domains and information about real world entities.

2.2.2 Ontologies and OWL

Ontologie$4] can play a crucial role in enabling Web-basaedwledge processing, sharing, and
reuse between applications. Generally defined asedhformal conceptualizations of particular
domains, ontologies provide a common understandingopics that can be communicated

between people and application systems.

There are some disputes in knowledge representaisoto what exactlyOntology is We
consider Ontology is built which includes a collection of domaineggic concepts, and it is a
system description which should include categomn@stionships and constraints between them.
Ontology, Thesaurus and Taxonomy are method ahfibemation organization.
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CONCEPTS

RELATIONSHIP

PROPERTIES

CONSTRAINTS

<Ooro-zo

INDIVIDUALS

Figure 2.3: Ontology skelton

In the design obntology6], the basic element is eategory, which meaning its domain. Each
category should havendividual and instancé Their basic relation isinheritance and
'implemerit In order to depict themSlot' could be used. At the same time, slot is divided

attribute and relationship and limited with facet.

In order for a machine to be able to understandatbjin the real world, there needs to be a way
to represent and classify these objects. We deifimeassociate objects in the real world by the
knowledge that we have about them. Ontology is anma®f being able to store knowledge about
a particular subject area or for multiple subjegithin some specific domain, and process it in

some way.

These descriptions are rather vague and there iwayoof showing how an ontology can be
represented in a form that a computer can readpaocess. Previous research has led to the
development of languages to represent ontologiels asl description logics, Frame Logkafér

et al. 1995) and Knowledge Interchange Format (KG¢gneseretlet al. 1992). There have also
been full scale applications made from these laggsihat are in use toddyehsel,2001).

The main use of ontology is to describe a domainguan appropriate vocabulary and define
relationships between the terms taken from the mdeay. One of the most natural ways for

humans to classify objects is to use hierarchibs.RDFS[5] specification reflects this by using
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classes and subclasses and has the ability toedefoperties that can be given to an instance of
a class. However, in order to establish more compdations, such as cardinality constraints,
optional constraints or disjointness, a more com@gntax is required. This has led to the
development of OWL (Web Ontology Language) whicls mow become the standard for
ontology definition. This language defines syntaxdescribing classes and properties as well as
more complex relationships. The OWL language ‘isigieed for use by applications that need to
process the content of information instead of pussenting information to human®¢Guiness

& Harmelen2004).

There are three types or ‘flavours’ ©WL]13]: OWL Lite, OWL DL and OWL Full. OWL Lite

is a subset of OWL DL and OWL DL is a subset of OWill. The main difference between
OWL full and the other two flavors of OWL is that OWL Full instances of a class can be
classes, where as in OWL Lite and OWL DL, instanoés class must be individuals. In
practice, this means that working with OWL Fulgesnerally too complex for a logic reasoner to
use for logical deduction, but OWL DL is both coetel and decidable and is therefore easier to

reason over and use.

2.2.3 Annotation

Annotation’, in contemporary English, accordingMordNet [12], have two meanings:

1. Note, annotation, and notation: a comment (uswallyed to a text).

2. Annotation, annotating -- the act of adding notes.

In linguistics (and particularly in computationaiduistics) an annotation is considered a formal
note added to a specific part of the text. Theeerarmber of alternative approaches regarding
the organization, structuring, and preservationanhotations. For instance, all the markup
languages (HTML, SGML, XML, etc.) can be considesshemata for embedded or in-line

annotation. On the contrary, open hypermedia systese stand-off annotation models where

annotations are kept detached, i.e. non-embeddie@ icontent.
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Embedded Markup Standoff References

RN ..
{
<:| -
Document-level Character-level Hyperlink
Figure 2.4:Embeded Annotion Figure 2.5: Standoff Annotation

We annotate data all the time: when we read a pgphgand mark “great!” in the margin, that is
an annotation. When our text editor underlines sspelled word, which is also an annotation.
Annotations add some information to some otherrmétion; to annotate means “to make notes

or comments”.

Another way to view annotations is metaphoricalljRIs are the “atoms” of the Semantic Web
and semantic annotations are the “molecules”. Téragditic Web is about shared terminology,
achieved through consistent use of URIs. Annotatioreate a relationship between URIs and

build up a network of data.

2.2.4 Semantic Annotation

SemanticallyAnnotated[14] documents play an important role in semanteb by using and
inserting tags according to the meaning of the wargdontext. The semantic meanings and
interpretations of keywords are bound to that donzaid therefore the retrieval is likely to be

more efficient.

2.2.5 URLs and Semantic Web Architecture

The base of the layer cake shown in figure is URd IRIs. Uniform Resource Identifiers and
their corresponding Internationalized Resourcetiflers are central to the design and use of the
Semantic Web. A URI provides a common syntax thatlee used to name or identify any entity

in the world.
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For example, the URI “http://id.dce.ac.in/perso@B7is an identifier used to refer to the person
‘Anuj Kumar’ that has been provided by DCE. This IURes the http naming scheme although
other schemes are available such as urn, davafite ftp. The universality of the URI is a
fundamental part of Web architecture. The ideasifigit URIs is that they should be something
into which any system’s identifiers can be mapgembviding a name for different entities and
resources means that descriptions of objects caeab#y made and published so that other
agents or systems can combine knowledge from diftesources. This relies on the assumption
that every object will have a unique URI. Howevamnyone who wants to make statements or
give knowledge about an object can introduce tbein URI to refer to that object. Thus, there
maybe many URIs that refer to the same real wartdye The relationship between a URI and a
URL is a subtle one. In the early days of the Wekas thought that the URL was a subclass or
special type of URI (W3C, 2001). The contemporaigwis that a URL is only an informal
concept that provides the address of a locatiactess a resource. Therefore it can be said that

a URI that uses the ‘http’ scheme is also a URL.

2.2.6 Information and Non-Information Resources

The current Semantic Web architecture divides iestiand objects that have URIs into two
categories: information resources and non-inforomatesources. Non-Information resources are
those entities that cannot be represented as asbg@m or serialized into a character format.
This category of objects covers things such as g&gple, places, books and concepts that exist
in the real world and not on the Web. The categdrpnformation resources on the other hand,
consist of resources that can be accessed on theswé as HTML pages, JPEG images, PDF
documents and RDF descriptions. Information resesioan be used to describe non-information
resources in a way that can be accessed using HIMEPtwo categories of resource have been
made in order to be able to represent real worlidienon the Web. The URI of an object cannot

also contain the description of that object.

In order to use URIs and make statements aboudlijeets that the URIs refers to, a mechanism

had to be constructed so that the URI and desonipstay separated. The way that this is
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accomplished is to introduce an HTTP 303 redirectitnen the URI of a resource is resolved or
dereferenced on the Web. For example, when the foilRIAnuj Kuamar ’ is put into a Web
browser, the browser will issue an HTTP GET to #esver, who in turn will redirect the
browser, via 303, to a description of the URI ie format that was requested by the browser.
Each description of the URI will itself have a U that the distinction between information
and noninformation resources is preserved. Thataothre is illustrated in Figure with the URI
for ‘Anuj Kumar’ used together with the URIs fortext/html and rdf+xml description of the
URI.

ET

303
Redirect

RDF/
HTML

Figure 2.6: Semantic Web architecture for the resolution of &J&finon-information resources

2.2.7 Introduction to HTTP

The Hypertext Transfer Protocol (HTTP) is a generic and stateless protocol fotrithsted,
collaborative, hypermedia information systems. llbves performing operations on resources
which are identified by URIs. It has been widelgdigor more than one decade and now comes
to version 1.1. It has four main methods:

a. Getmeans get the information that is identified by thguest URI. Usually it is the action we
take when browsing sites and clicking hyperlinks, agk the web server for the resources that is
identified by Request-URLSs.

b. Post means make a request to the web server so thasetwer accepts the resources
encapsulated in the request, which will be the salordinate of the resource identified by the
Request-URI in the Request-Line. Usually it is wivatdo when filling and sending the HTML
form to the server to buy something like CDs, boeiks -- making a request of the server.
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c. Put means make a request that sends updated informaitiout a resource if the resource
identified by the Request-URI exists, otherwise Wi will be regarded as a new resource. The
main difference between the POST and PUT requeéstsih the different meaning of the

Request-URI. In a POST request, the URI is to ifiettte resource that will handle the enclosed
entity. As for the PUT request, the user agent lsavat URI is its aim and the web server
cannot redirect the request to other resourcesrtimfately most web browsers don’t implement

this functionality, which makes the Web, to some&eak a one-way medium.

d. Headis similar to GET except that the server don’t neta message-body in the response.
The benefit of this method is that we can get nigiaamation about the entity implied by the
request without transferring the entity-body its&lfe can use this method to check if hypertext
links are valid, or if the content is modified ratdg .By using HTTP, Semantic Web can benefit
all these functionalities for free. In additionmalst all HTTP servers and clients support all these

features.

2.2.8 XML

Extensible Markup Language (XML) is a subset of SG({the Standard Generalized Markup
Language), i.e. it is totally compatible with SGMRut it is simple and flexible. It's original aim
to tackle the problems of large-scale electroniclighing. However, it is also very important in
data exchange on the Web. Despite its name, XMioisa markup language but a set of rules to

build markup languages.

Markup language

“Markup is information added to a document thatardes its meaning in certain ways,
in that it identifies the parts and how they relateach other.” - Erik T. Ray, Markup language
is kind of mechanism organizing the document wittetof symbols, e.g. this article is labeled
with different fonts for headings. Markup use samimethods to achieve its aims. Markup is
important to implement machine-readable documentesa program need to treat different part
of a document individually.
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Namespaces

We can expand our vocabulary by namespaces whécgraups of element and attribute
names. Suppose, if you want to include a symbob@ed in another markup language in an
XML document, you can declare the namespace tleasymbol belongs to. In addition, we can
avoid the situation that two XML objects in diffetenamespaces with the same name have
different meaning by the feature of namespaces.sbhdion is to assign a prefix that indicates
which namespace each element or attribute comss frbe syntax is shown below:

ns-prefix local-name

XML Schemas

XML itself does not do anything, i.e., it is justigture and store information. But if we need a
program to process the XML document, there mussdiae constraints on sequence of tags,
nesting of tags, required elements and attributetg types for elements and attributes, default
and fix values for elements and attributes andrsdX®éIL Schema is an XML based alternative
to Document Type Definition (DTD) . There are sofeatures of XML Schemas that overweigh
DTD:

a.) XML Schemas support data types, which brindst af benefits, e.g. easy to validate the
correctness of data, easy to work with databassy, te convert data between different types.

b.) XML Schemas have the same syntax as XML soaittlsan benefit all features of XML.

c.) XML Schemas secure data communication sinceait describe the data in a machine-
understandable way.

d.) XML Schemas are extensible because they atmalacXML and then share this feature of

XML.

e.) Well-formed is not enough since it also maytaomsome semantic confusion which can be

caught by XML Schemas.
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3. SEMANTIC SEARCH AND ONTOIOGY DESIGN

This section will explain in detail about semantgearch and the problems that arises with
simple content based search it also compares thaults that are that are generated during
searching with simple search engines. This sect@so describes in detail Ontology design
approach that we have gone through during designiogr ontology for National Panchayat

Portal.

3.1 Semantic Search

Current statistics show that the number of Web pagén excess of one billiotMadhavanet

al., 2007). With such a huge amount of data avislabme means had to be put in place so that
exact information, relating to a particular purposeuld be searched for and retrieved. This need
for relevant information spawned the productiorseérch engines dedicated to sift through the
Web and pick out documents and content that satefyrequirements given to the engine by a
user. However, a successful search for informatiam only be as good as the ability of the
search engine to retrieve that information. Webegagnd any form of information given as text,
is only read by a machine but is not understooé Imyachine. This means that although a text
search for a word will be able to find that part@uword, the machine cannot attach any
meaning to the words it finds or is looking for.iglseverely limits the ability of a machine to
retrieve data according to the needs of a human.

For example, if a person wanted to search a documergroup of documents for
information about ‘men’s clothes’ they would hawetailor their thinking to extract the words
that they thought an article that talked about shisject would contain, such as shirts, ties, ¢oats
sizes, materials, price and so on. If, however,nttaehine somehow knew that a shirt was an
item of clothing, or that coats come in four sizesl knew that ties could be of silk or cotton
then the machine could automatically give all timfrmation without the need for multiple
searches.
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3.2 Problems of Search and Retrieval on the Web

One of the major uses of tWgorld Wide Web today is to use search engines to find out about
information. Due to the increase in the number agbWpages available, finding the desired
information can often be an arduous and complek fHsere are a number of problems with the
current approach to finding results on the web:

» The most basic problem is that the information thgou are looking for cannot be

found. This could happen for a number of reasans

1. The information simply does not exist on the web

2. The search engine could not find the informatiat does exist.

3. The information is in a web page that is notloa first page of returned results and the user
does not try and look on through the next few ftisspdhges.

Passingives an example where he could not find a rephace part for an old stove,

even though there was a shop with a website thetlse part.

» There may be too many irrelevant results returned.
The ratio of the number of relevant results regtkvo the total number of irrelevant and relevant
results retrieved is called thmecisionof a search. As a brief example, if a person watted
know about the Isle of Wight Mosque, then entetiimig search term into Google produces a
total number of 38600 results. However, out of ¢héwere are only 2 results that are about the
Mosque. This gives a precision value of 0.00005%e ®ther results are pages that contain the

words ‘Isle of Wight’ and the word ‘Mosque’ withttlie or no connection between them.
» Only some of the relevant results to the query asturned
The ratio of the number of relevant results reggeto the total number of relevant results

indexed by the search engine is calledrtwll of a search. This value is harder to measure as it
is virtually impossible to calculate how many relav results to a search exist on the web.
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However,Clarke and Willet{(1997) produce a relative estimation of recalldoasn pooling the
results of a number of search engines to the sammey ghafi and Rathef2005) use this method
to compare the precision and recall of five seaecigines in the retrieval of scholarly
information in the field of

biotechnology.

» The search engine searches for the query term ie throng context and returns results

in that context

There are many cases where words have more thameaing. If a user does not correctly add
extra keywords to their search to contextualisettipéc, they could receive anomalous results.
For example, if somebody wanted to know about theels deity ‘Nike’, simply entering this
word into a search engine will return results alibatsportswear company Nike.

At present, Google has 46.3%ullivan 2006) of the search engine market. The reason for
Google’s success is claimed to be down to RageRankalgorithm (Brin et al. 1998) which
ranks pages, not just by keyword frequency, but atording to how many pages link to a site,
how many hits a site has and how often a site daitgul, as well as other varying criteria (Arnold
2005). However, statistics also show that othercke@angines return results that are not found by
Google Notess2002). This all means that the end user cannoerbakt use of the Web since
the information or knowledge that the user requisesither difficult to find or search engine

dependent.

The lack of a suitable search engine for the wemstfrom the fact that all search engines rely
heavily on keyword frequency, and in essence, gstnratching to find their results. When a
person enters the term ‘football’ into a searchim®gt has no knowledge about the concept of
football, it will base its results on the numbettiofes this keyword is mentioned in a document.
There are algorithms that enhance this approaclewbat but the underlying principle is the

same [Langville & Meyer2004).

What is needed is a system that knows that footballtype of sport and that it has a World Cup
and that it is played by 11 players etc. This kaicknowledge awareness is exactly what The
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Semantic Web is trying to achieve. If there wasolmgy for football then all of the above facts
could be easily modeled and used to enhance gesnjts. Then, if someone was to make a
guery about football, the system would try andiatthe concept of the search such as, is the
person looking for football tickets? Are they loogifor football kit? Or are they interested in a

particular team? And so on.

The Semantic Web promises a new generation of Witttk Web infrastructure that will make

it possible for machines to ‘understand’ the datate web instead of merely presenting it. In
order to encourage the increase of semantic wédinodagies there have been suggestions that a
‘killer app’ may be needed to convince those thatsill unsure about the benefits that semantic

web technologies can bring.

The search engine is an example of a potentidéfidlpp’ that has been responsible for increased
usage of the current web. As described in thisi@edhere are a number of problems with
searching the Web today. Despite the improving iguaf modern search engines, statistics
show that only 17% of people find exactly the imfation they were looking for (Fallows,
2005). Furthermore, a study has shown that thdlrecaome search engines can be as low as
18% Shafi & Rather 2005). There is therefore a need to improve tredity of search results
and user experience. The Semantic Web providepportunity to achieve such a goal. The use
of RDF and OWL as knowledge representation forncs provide structured content to
describe a given domain or set of domains. Usimgkhowledge, it should be possible to add a
sense of ‘understanding’ to a search engine wharclsimg for results whose knowledge has

been partly or fully described in a knowledge repreation format.

In the past, such a proposal may not have beenevihle to the lack of ontologies and RDF
resources available on the web. However, at theepteime there are estimated to be more than
5 million RDF or OWL documents available on the WEling, 2006). Even if most of those
documents contain knowledge about a limited setooicepts, RDF data from sources such as
DBpediaand Wordnet provide a suitable base from which to begin expipthe enhancement

that can be made to ordinary Web searches. Moreriamtly, there will be a number of
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knowledge bases that will be used to store RDRant& data and OWL ontologies that have the
ability of being

3.3 Ontology Design Approach

Ontology[13][15] is a common set of terms that are usedegcribe and represent knowledge in
an organized way. In recent years, semantic wekeheashed itself with the help of ontology

design in different domains like medical, tourismde&nowledge representation in an efficient
way. There are many knowledge representation sgstiaweloped using ontology for semantic
web development. In the forgoing domains, the desigontology has been done is an Ad-hoc
way. There are many problems during the ontologsigie process between concepts and to
become real for particular domain. Different apjgiees have been used for building ontologies,

most of them to date using mainly manual methods.

In the design ofbntology [16][17] the Basic elements are concepts, relatign constraints,

individual, and properties which will define ontglpfor a domain.

» CONCEPTS are the classes that are needed to be identdrettié particular domain.

> RELATIONSHIP defines of individuals of different classes arated to each other.

» PRPERTIES are the attributes of individuals of the concegéstified for a domain.

» CONSTRAINTS are the conditions that are needed to be satigfigthg ontology
design.

> INDIVIDUALS are the entities of the class or concepts.

There have been some methodologies for buildinglogies developed, again assuming a
manual approach. For instance, the methodologygsexp in Uschold andKing) involves the

following stages:

1. Identifying the purpose of the ontology (why to ldiit, how will it be used, the range

of the users).
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This stepontology design process involves analysis of thala for which we are going to

design ontology. Here we identify the goal and scofthe knowledgebase to be created.

2. Building the ontology.lt is further divided into three steps.

i) The first is ontology capture, where key concepid eelationships are identified, a
precise textual definition of them is written, texyno be used to refer to the concepts
and relations are identified, the involved act@eea on the definitions and terms.

i) The second step involves coding of the ontology répresent the defined
conceptualization in some formal language (comngttio some meta-ontology,
choosing a representation language and codinguBtrah and documentation.

iii) The third step involves possible integration widiséng ontologies.

3.Evaluation and documentation.
Once the ontology is created we have to perforndaabn check for the ontology to check the
quality and knowledge representation efficiencyhaf ontology. If there is constraints violation

during the design then we will remove it using dagphase.

3.4 Semiautomatic Ontology Population

Since web or portal is continuously flooded by issdata, it is therefore required to populate the
knowledgebase (ontology) created to make it coraplkatd consistent with the changing
requirements. Manual population of ontology ismaeticonsuming and inefficient approach, so it
some automatic mechanism is required for this, wd it as Semiautomatic Ontology
Population The approach to semi automatically populate telogy is described in detail in
the design section.

Since the tool we have developed is for a webgbsd some online support for viewing,
population and modification should be provided wavé also integrated a web interface of
protégé[18] for this ,so that administrator can e feature .
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Tool and Language:

We have useghrotégé 3.3.[7] as an ontology editor (also as knowledge regtgtion
tool) with OWL as the underlying representationglaage. Protégé 3.3.1 is a frame based
development and management system that offerseslagsoperties, forms and individuals as the

building blocks for representing knowledge.

Ed anuj.owl Protégé 3.3.1  (file:\H:\anuj.owl.pprj, OWL / RDF Files) =1
File Edit Propct oWl  Code Tools  Windows.  Help
NEE «BE s ¢ an @prorégé
| @ bt ) | © ontCissses | M properties | 4 individsls | = Forms |
For Project: @ anij.owl For Clags; ovyI:Thing (instance of owlClass) [ Inferred View
Asszerted Hierarchy 4 @7 % ng @ ﬁ @ D'J Dnnnutations
owtThing Property | Yalue | Leng |
p @ Location = rdfsicomment a
| 2 OOrganizaﬁon
p @ Person
v
& # Ql & Asserted Conditions
MECESSARY & SUFFICIENT
NECESS4RY
@ % 5& G'él % @P Disjoints
I:FI B 3 2 "}% & B ) Logic View ) Properties View

Figure 3.1: Protégé Interface showing Ontology
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4. NLP AND SEMANTIC ANNOTATION

4.1 Introduction to NLP

Natural languageprocessing8] provides a potential means of gaining accedbe information
inherent in the large amount of text made availalough the Internet. In today web
environment where terabytes of data generated alagyryit is hard to read all the data generated
everyday manually. So, for this some kind of ndtuaaguage processing is necessary for

computer to process this data.

Natural Language Processing (NLP) is an area afareb and application that explores how
computers can be used to understand and manimaateal language text or speech to do useful
things. NLP[8] researchers aim to gather knowledgéhow human beings understand and use
language so that appropriate tools and technigaese developed to make computer systems
understand and manipulate natural languages tormperthe desired tasks. The foundations of
NLP lie in a number of disciplines, viz. computendainformation sciences, linguistics,
mathematics, electrical and electronic engineerimgtificial intelligence and robotics,
psychology, etc. Applications of NLP include a nuwniof fields of studies, such as machine
translation, natural language text processing anthsarization, user interfaces, multilingual and
cross language information retrieval (CLIR), speeatognition, artificial intelligence and expert

systems, and so on.

Beginning with the basic issues of NLP, this chaptes to chart the major research activities in
this area.
1. Natural language text processing systems — textrarmmation, information extraction,
information retrieval, etc., including domain-sgecapplications.
2. Natural language interfaces.

3. NLP in the context of www and digital libraries.
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4.2 Natural Language Understanding

At the core of any NLP task there is the imporiastie of natural language understanding. The
process of building computer programs that undedstaatural language involves three major
problems: the first one relates to the thought @secthe second one to the representation and
meaning of thdinguistic input and the third one to the world knowledge. ThusN&P system
may begin at the word level — to determine the molggical structure, nature (such as part-of-
speech, meaning) etc. of the word — and then mayeroa to the sentence level — to determine
the word order, grammar, meaning of the entireese#, etc.— and then to the context and the
overall environment or domain. A given word or atsece may have a specific meaning or
connotation in a given context or domain, and mayrélated to many other words and/or
sentences in the given context.

Liddy (1998) andFeldman(1999) suggest that in order to understand natargjuages, it is
important to be able to distinguish among the feitg seven interdependent levels, that people

use to extract meaning from text or spoken langsiage

* phonetic or phonological level that deals witbrnciation

» morphological level that deals with the smallpatts of words, that carry a meaning,
and suffixes and prefixes

* lexical level that deals with lexical meaningvadrds and parts of speech analyses

* syntactic level that deals with grammar and stmgcof sentences

» semantic level that deals with the meaning ofdsand sentences

* discourse level that deals with the structurdifierent kinds of text using document
structures and

» Pragmatic level that deals with the knowledgd timames from the outside world, i.e.,
from outside the contents of the document.

A natural language processing system may involveraome of these levels of analysis.
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4.3 Natural Language Text Processing Systems

Manipulation of texts for knowledge extraction, fautomatic indexing and abstracting, or for
producing text in a desired format, has been reizedgras an important area of researchN P

[8]. This is broadly classified as the area of ratuanguage text processing that allows
structuring of large bodies of textual informatmith a view to retrieving particular information
or to deriving knowledge structures that may beduse a specific purpose. Automatic text
processing systems generally take some form ofitgut and transform it into an output of
some different form. The central task for naturahguage text processing systems is the
translation of potentially ambiguous natural lamggiagueries and texts into unambiguous
internal representations on which matching andengt can take place. A natural language text
processing system may begin with morphological ys®&s. Stemming of terms, in both the
gueries and documents, is done in order to getitiphological variants of the words involved.
The lexical and syntactic processing involve thiéization of lexicons for determining the
characteristics of the words, recognition of thearts-of-speech, determining the words and

phrases, and for parsing of the sentences.

4.4 Information Extraction

Knowledge discovery and data mining have becomeoitapt areas of research over the past
few years.InformationExtraction{8] (IE) is a subset of knowledge discovery andadaining
research that aims to extract useful bits of tdxtoBbrmation from natural language texts
(Gaizauskas & Wilks1998). A variety of information extraction (IEBBdhniques are used and the
extracted information can be used for a numberuopgses, for example to prepare a summary
of texts, to populate databases, fill-in slots nanfes, identify keywords and phrase for

information retrieval, and so on.

Noun phrasing is considered to be an important NLP techniquel usenformation retrieval.
One of the major goals of noun phrasing resear¢b isvestigate the possibility of combining
traditional keyword and syntactic approaches wemantic approaches to text processing in
order to improve the quality of information retréadvWe use here this feature of NLP to populate

our ontology and for semantically annotating of wkltuments. The nouns and proper nouns
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identified by using the noun phrasing technique thee candidate entities for populating the
ontology and for annotating the documents. The dete@pproach for annotating and ontology

population is described in the section given below.

Manual annotation is difficult, time consuming aexpensive. Convincing millions of users to
annotate documents for the Semantic Web is diffiemld requires a world-wide action of
uncertain outcome .For our tool to perform automa@mantic annotation in the documents we
have usedsATH9] General Architecture for Text Engineering or GATE is a Java software
toolkit originally developed at theniversity ofSheffieldsince 1995 and now used worldwide by
a wide community of scientists, companies, teacaedsstudents for all sorts of natural language

processing tasks, including information extraciimomany languages.

|8 GATE 4.0 build 2752

File Options Tools Help

ok @@%#_ A/

G caTE Messages |*ANN\E_OOO1GZ B annie_00014)

& @*App“tﬁtiﬂﬂs GATE 4.0 build 2752 started at: Mon Jun 02 22:01:35 IST 2008
ol s 00016

gl annie o018

i -
.5' Language Resources

Lﬂﬁ‘ Processing Resources

fews bt

Figure 4.1: GATE
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4.5 Semantic Annotation

Annotation as described above in chapter 2 arengaktor semantic web, below we describe the
conceptual model for it. In this thesis we propagechnique to automatically annotate domain-
specific information from large repositories (eMyeb sites) with minimum user intervention.
The complete process akmantically annotating [19] documents is described in coming

sections.

Conceptual Model:

We now explore the conceptual model behind anmatalihe term “annotation” can denote both

the process of annotating and the result of thadges. Where we say “annotation” we mean the
result. An annotation attaches some data to soimer dfata. An annotation establishes, within

some context, a (typed) relation between the atesbtalata and the annotating data.

Investigating the nature of annotation further,c@@ model it as a quadruple:

Definition 1 (Annotation). An annotation A is a tuple aa,, &, &), where gis the subject of
the annotation, the annotated data,is the object of the annotation, the annotatingada, is
the predicate, the annotation relation, that defirthe type of relationship betweenaad a,
and a is the context in which the annotation is made.

The annotation subject can be formal or informar Example, when we put a note in the
margin of a paragraph, the informal conventiorhet the note applies to the paragraph, but that
pointer is not formally defined. If we however wsérmal pointer such as a URI to point to the

paragraph then the subject is formally specified.

The annotation predicate can be formal or inforrkal example, when we put a note in the
margin, the relation is not formally defined, but way informally derive from the context that
that the note is a comment, a change-request, o\l or disapproval, etc. If we use a formal
pointer to an ontological term that indicates takation (e.g. dc:comment) then the predicate is

formally defined.
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The annotation object can be formal or informalaif object is formal we can distinguish
different levels of formality: textual, structuraly ontological. For example, then string “This is
great!” is a textual object. A budget calculati@ble in the margin of a project proposal is a
structural object. And an annotation objects tisahat only explicitly structured but also uses

ontological terms as an ontological object.

The annotation context can be formal or informabntéxt can could indicate when the

annotation was made and by whom (provenance), thinmivhat scope the annotation is deemed
valid, for example in a temporal scope (it is ondlid in 2006) or in a spatial scope (it is only

valid inWestern Europe). Usually context is giveformally and implicitly. If we use a formal

pointer such as a URI then the context is formadfined.

Combining the levels of annotation subject, pre@icand object, we can distinguish three layers
in annotations: i) informal annotations , ii) forimannotations (that have formally defined

constituents and are thus machine-readable), @ngeinantic annotations (that have formally
defined constituents and use only ontological t¢rms

Definition 2 (Formal annotation) A formal annotation Ais an annotation A, where the subject
asis a URI, the predicatep,as a URI, the objects a URI or a formal literal, and the context a
is a URI.

Definition 3 (Semantic annotation A semantic annotationsAs a formal annotation A where
the predicate gand the contextcds an ontological term, and the object eonforms to an
ontological definition of g

Semantic Annotation [19] is about assigning to émdties in the text links to their semantic
descriptions (as presented on Fig. 1). This somnefadata provides both class and instance
information about the entities. It is a matter efntinology whether these annotations should be
called “semantic”, “entity” or some other way. Tletbest of our knowledge there is no well-
established term for this task; neither there isvell-established meaning for “semantic
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annotation”. What is more important, the automa@nantic annotations enable many new
applications: highlighting, indexing and retrievagtegorization, generation of more advanced
metadata, smooth traversal between unstructuretl da”l available relevant knowledge.

Semantic annotation is applicable for any soreaf + web pages, regular (non-web) documents,
text fields in databases, etc. Further, knowledggisition can be performed based on extraction
of more complex dependencies — analysis of relships between entities, event and situation

descriptions, etc.

Ggogleannounced profit in Q3, plannlng to open a new($12
reseqrch and development centr&irig . more
re text
Documen
Ontology/Knowledge bas¢
Container
Location
1 - N
hpve_| have } have %
Company . !
t City Country
e
yp _— N
‘Govern ment __ bpe type
HQ I
— JEH Bulgaha
Google ‘

Figure 4.2: Semantic Annotation
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5. TOOL ARCHITECTURE AND DESIGN APPROACH

5.1 Tool Architecture

This section describes the overafichitecture of the tool [20]. The functional diagram for the
system is shown in Figure 1. It consists of seveaamhponents. There are four data stores and
five processes. The four data sources @mology, DocumentCollection and two indexes
Documentlndex and Instancelndex The Five processes afanotator, Evaluator, Indexer,
Summarizerand finally theSearcher Except searcher all other processes are offiineesses.
There collective job is to transform a documentemtion into a pair of index table that can be
later on searched by the searcher to present #rewith the information relevant to the user

query.

These processes operate in a sequence. First tlutator annotates the document that is it
embeds thesemantid14] i.e. meaning related information in the docutseusing the ontology.

Once the documents are annotated these are andlyzaluator and categorized and stored in
different clusters/groups. Now indexer preparesiticex of these annotated documents taking
the advantage of both annotated documents andntibéogy. Indexer also indexes the summary
of the documents; this summary is produced by thmnsarizer. Finally when the user fires a
guery searcher searches the index and ontologgatxds relevant information as possible for

user.
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Ontology

Population

Summarizer
A %_

Ontology

-

Eearcher

Administrator
USER

Figure 5.1: Tool Architecture

Role of Administrator: Administrator is person or a team of personnel legga by the
organization. The Administrator interacts with #renotator, Indexer, Summarizer and Ontology
Population. The Administrators job is to annotdte documents that are uploaded by the users
on the web portal using Annotator. Once they amotated the administrator runs the indexer
which automatically prepares the index. The Adntiater is also responsible for keep the
ontology up-to-date and consistent. He runs thelogy population tool to add new instances to
the ontology. Once the new instances are addedatismnistrator has to manually update the

relations present in the ontology.

Role of User: The User consists of the people who visit the webtal. User uploads the
document on the portal. They also retrieve inforamafrom the portal using the search engine.
Here in this thesis | am going to explain withidasapproach & implementation details

the following sections of the tool.
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» Ontology Design for the web portal.
» Semantic Annotation.

» Semi Automatic Ontology Population.

Here we also present the block diagram with implaiatéon of the tool.

5.2 Design Approach

5.2.1 Ontology

The current approaches used for data managemeheameb, can’t satisfy the need of efficient
data handling and search mechanism for this expg@tignincreasing data .The data for the
National Panchyat portal is spread across diffedeté source so there is need to organize and
represent it in efficient way. The organization andnagement of data is the main issue for
knowledge representation. So to represent thisidatell organise manner and provide efficient
searching within this data it is essentiaBigild Ontology[21] for this data.

Through a series of research, we find out that @oaison and application of National Panchyat
portal Knowledgebaseés a long term complicated process as this pamallves the lot of data
that is generated by user every day. So, for thedl developed a base ontology which can latter
be evolved as new concepts are recognized. Thdogyt evolution is an iterative and never
ending process as new concepts are being creagegday. Populating such a huge ontology is
also a big problem therefore, we populate usingiaaimmatic ontology populating mechanism

that we have created and will be described laténigithesis.

We useProtéege 3.3.[7] as an ontology editor (also as knowledge regmtaion tool) with OWL
as the underlying representation language. Pro®g4 is a frame based development and
management system that offers classes, propeitiess and individuals as the building blocks

for representing knowledge.

The ontology for National Panchayat Portal which heve developed since includes the
relationship between concepts, and includes tragioaekhip of superclass/subclass/instance etc.
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We have developed our base ontology using Protégél[3] which contains 36 classes
(concepts, Common nouns, types etc.), propertieastraints and individuals for defined
concepts shown in figure below, there are threeléopl classes Location, Organization, and
Person.

anuj.uwl Protége 3.3.1  (file:\H:\anuj.owl.pprj, OWL / RDF Files)

File Edit Project ©WL Code Tools  Windowe Help
DeH 4868 wmg ¢85 RHER 4>
[ @ etadet owl) | OALCksses | M Propaiss | @ Incividudls | = Foms |

cLas
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Class Hierarchy

z INSTAHCE BROWSER
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v @cy 5
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Figure 5.2: Protégé Interface showing Ontology
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Figure 5.3: Ontology Class Hierarchy
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5.2.2 Semantic Annotation

In this thesis we propose methodology[21] to automatically annotate domain-specific
information from large repositories (e.g. Web git@gh minimum user intervention. Semantic
annotation is the process of inserting tags indil@iment, whose purpose is to assign semantics
to the text between the opening and closing tagse Semantic Web (SW) needs semantically
annotated document to both enable better docune¢meval and empower semantically-aware
agents. Most of the current technologies are basettuman centred annotation, very often
completely manual. Manual annotation is difficditne consuming and expensive .Convincing
millions of users to annotate documents for the &#im Web is difficult and requires a world-

wide action of uncertain outcome.

EDCLIITIEI‘IQ

Formatted documents
to evaluator

Figure 5.4:Infornation Extraction using ANNIE

The detailed view of the annotator is shown infipere. It has a component GATE[9] (General
Architecture for Text Engineering). GATE is an opurce project. It includes modules for text

engineering. It supports both language and dictipbased named entity extraction. It finds out
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the common and proper nouns from a given text. Gmeelocuments are submitted to GATE its
ANNIE module (A Nearly New Information Extractor) givedist of all the Named Entities
(common and proper nouns) found by it. Tagger hab af creating a mark-up in the document.
This mark up stores the semantic information alteeitNamed Entity in the document. Though
there are many language standards defined foitypes of mark-up but for our purpose and to
keep things simple we use the ‘class’ attributethef HTML tags to store the this semantic
information. Be the need arise for the use of #ftisbute for some other purposm(nmonly css,
cascading style shegtd can be replaced by a mark-up like rdfa. Thggta iterates the list of
Named Entities given by ANNIE. If the current NamEdtity is present in the Ontology it
creates the mark up for this Named Entity in theusheent. If it is an instance of a class (say c1)
in the ontology then a mark-up of the form <a ciss c1_m”"></a>is created. We prefix the
class name by “m_" and suffix it by “* m” to preveay collision for Cascading Style sheet
(CSS) classes. It also adds some information frotology to the title attribute of this tag. It has
a sole purpose of enriching the information contanthe document. Once the document has
been annotated and the semantic information embledds document is passes on to other
components for further processing. The formal metiecannotate the document is as follows.

Method 1 Annotate

1. We sort all the annotations given by Annie.

a. For sorting we first check whether the annotatians overlapping or not

b. If yes we leave them
2. we reverse the list of annotations sorted basetheim start position in the document
3. for each annotation that is in the ontology

a. we first add the end tag </a>

b. the we construct start <a class="m_class_m" title¥ype:class’>
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5.2.3 Ontology Population

The tool presented in this thesis also helps ini sartomatically population obntology20]
.Since the portal involves the continuous flow atal,so lots of new instances are identified
everyday so to add these instances into the ontolegy have developed an approach which
involves minimum user intervention at administragémid. As the documents are processed by
annotator some new entities are generated and adrator is presented with these entities. The
tool shows the drop down box showing the ontololggs hierarchy to which that instance can
be added.

We find out all the annotations usi®@ATE [9] and present the user with them. GATE supports
named entity extraction based on dictionary as aeljrammar. By default GATE has grammars
and dictionary defined for the three top level typat we use in our ontology. GATE can be
extended to include more types also. The tentaiype of the annotations is provided from
ANNIE using its gazetteer lists. The document istfannotated temporarily for all the Named
Entities presented by the ANNIE irrespective of thiee they are present in the ontology or not.
A button is created for each annotation. When abeks the button for a specific annotation the
list classes is shown. If the Named Entity is alsepresent in the ontology, the name of its class
is shown in different colour. User is also informagabut the class of that annotation as given by
ANNIE. Once the user selects the class for that éthiantity it is added to the ontology. The
Gazetteer list of gate is also updated. Further dis® has option of selecting any piece of text
from the document and adds it as an instance ionb&ogy. This is done to enable user to add

the Named Entity that ANNIE has failed to recognize
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Figure 5.5: Ontology Population
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6. IMPLEMENTATION DETAILS

There are two main modules in the system. FirsOigologyManager It provides all the
functions related to ontology. All other moduledl danctions of this module whenever they
require any information related to ontology. Theo® moduleis AnnieManager/Named
Entity Extractor. It's an interface to GATE’s ANNIE plug-in. It pvades functions that are used
to find annotations from the documents. The figgreen shows the different modules of the

tool.

Ontology Manager Named Entity Extractof

Instance Indexer Document Indexer

) !

Advanced Search EHgin Annotator| | Simple Search Engine

! !

JSP Inteda

l

HTML, JavaScript, AJAX User Interface

Figure 6.1: Functional Diagram of Tool

6.1 OntologyManager

It has been implemented as a sin@latologyManager.javeclass. It provides all the
functions related to ontology. All other moduledl danctions of this module whenever they
require any information related to ontology. It siggotégé OWL API to read/save ontology

from the file. It also initializes many data-struits which are used by other modules.

Anuj Kumar; Dept. Of Computer Engineering; DCE Page 50



1. Subclass Hash table.

Structure

Class Name Reference to list of subclasses

2. Instance Hash Table.
Structure

Instance Name Reference to Instance Object

3. Class Hash Table

Structure

Instance Name Reference of the Class

6.2 Named Entity Extractor

It is wrapper around GATE’s ANNIE plugin. It dodsettask of Initiliazing GATE, and loading
ANNIE. It also provides functions to set the fite lhe annotated and to find annotations of that
file. It provides a simple Iterator type interfameaccess Named entities of the set document. It

has been Implemented AanieManager.java

6.3 Annotator

It has been implemented as another javaiifgAnnotate.javalt calls the functions of Ontology

Manager and the AnnieManager class. It providestions to annotate document. It is called
while population of ontology and annotating the wlonent. It reads the files from uploaded
Documents folder under tomcat root and extractsstéom them. Right now it can only read

html and text files.
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6.4 Instance Indexer

It gets all the instances in the ontology from Qugg Manager. Creates a Index of them using

Lucene. It saves the index in Ontolndex folder wridancat folder.

6.5 Document Indexer

It has been implemented as a multithreaded javascldt reads the documents from
uploadedDocuments folder and adds each documenbymae to the index. It also creates a
gueue of the names of document being indexed whittad by the GUI for displaying.

6.6 Graphical User Interface

Application such as this requires a very rich Grapbser Interface. GUI consists of tabs each
from simple search, advance search, Indexing, Aatimot and Ontology population.

Annotation Tab

. OI Unload Ontalogy |
Intro EBasic Search Engine _ Indexing Annotate Learn -
| Erowse... || Load Document |
Mo Document Loaded
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| Unload Annie |O O| Unload Ontology

Intre Basic Search Engine Ldvatnced Search Engine Indezng Annotate Learn -

CAProgram Files\Apach| Browse.. || Load Document |

[The State of Calbfornia (TPA: (Y'Y 7)) 12 a state located mn the western pacific region of the Tted States. The state
fwras the 31st admitted to the Union, and currently ranles as the most populous. Tt iz bordered by Cregon to the north,
[Mevada to the northwest, and Arizona to the southwest in the United States, as well as Baja Californda in Mexmico to the
south. California's capital city 18 Sactramento, with the four largest cities being Los Angeles, San Diege, San Joze, and
San Francisco. Eamesh Chavhan 15 known for its diverse climate and geography, as well as ethnically diverse
population. The state has 58 counties. Pacific Life Holiday Bowl, among others.

The page at hitp:ilocalhost says: I_@

[ File saved Successfully

Figure 6.2: Annotation Interface of Tool

Ontology Population Tab

| Unload Annie |O O| Unload Ontology |

Intro Basic Search Engine Advanced Search Engine Indezing Annotate Learn -

CA\Program Filesy&pach| Browse.. | | Load Document | southwestto Location  |=

he k=it of eEliglgplts) (B /7K1 Ferni ) is a state located in the western pacific

, and

Califonmaueeet Clt |5
D Cahforma - V - —,;——-:'_ ofiRamesh

populatmn The state has 58 counties, E

Country
Location
Ci

| “iew/Save ontology | | Done |
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Figure 6.3: Ontology Population Interface of Tool
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Figure 6.4: Web Interface of Protege
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1. CONCLUSION & FUTURE WORK

All above algorithms and tool have been implemeimgdva as the National Panchayat Portal is
also developed using java. We use a combinatiqgavef [22], jsp and AJAX to create this tool.
It provides a very good graphic user interface \allhsorts of pop-up menus, trees and custom
controls etc. We also integrated web protégé [1&h whe application for free form editing of

ontology.

Our approach makes use ontology to represent ctnaepd we use available tools and
techniques of semantic web to improve informatietrieval processes. The tool we have
developed provides integrated framework for sergaatinotation , semi automatic ontology
population, which can further be extended to comepkeEmantic web infrastructure including

semantic search.

This work was appreciated a lot by NIC people. Tod will also be used as a prototype for the
plug-in for the National Panchayat Portal to mdlasilndia’s firstSemanticPortal[23]. We also

received a certificate from them. We are reallynitial for the help and support by NIC staff.

Many issues regarding scalability, securities ate yet to be addressed. Below is a list for

possible future extensions for this project.

Future Work

Co-reference Resolution

Relational to RDF conversion

Use of Attributes in semantic annotation
Ontology Evolution

a bk 0N e

Using Different Ontologies on Same Domain.
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8. PUBLICATION FROM THESIS

During the period of working over this project wataracted with International community

working on semantic web. We discussed our approfachdeveloping semantic web

infrastructure with them and collected the revieansl worked over the suggestion send to us.
Two research papers have been accepted in Intemahtonferences for presentation and will
be published in their proceedings. Also we haveroomicated a journal paper, so that our work
can be recognised and validated .These papersngedee methods and algorithm we have
developed with detailed tool architecture that waereh developed during the course of the

project. The details of publications are as follows

1. Conference Name“Semantic E-business and enterprise computing” BEC 2008

URL http://www.seec.eu/about.html

Paper Title : “An Approach to Semantic Web”

Authors : Anuj Kumar, Nitin Nizhawan, DayaGupta.
Location : Kerala, India.

Conferenc®ate : Sept 17-19 2008.

2. Conference Name“Semantic Web & Web Services” SWWS 2008.

URL . http://www.world-academy-of-science.org/worldcom®8/
Paper Title . “Semantic Search and Annotation Tool”

Authors : Anuj Kumar, Nitin Nizhawan, DayaGupta.

Location : Las Vegas, USA.

Conferencdate : July 14-17 2008.

3 Journal Details : We have also worked on the comments and reviewsvest from
different conferences and written a journal papéedMethodology forHTML to Semantic
Weli’ which has been communicated to the journal of DBéanantic. This journal paper
describes the complete approach with some welnddfiarticulated steps for converting the

current web to semantic web.
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APENDIX A
AN INTRODUCTION TO GATE
(General Architecture for Text Engineering)
URL: http://gate.ac.uk/

GATE is an infrastructure for developing and depigysoftware components that process
human language. GATE helps scientists and devedapéhree ways:

1. by specifying an architecture, or organizatiastalcture, for language processing software;

2. By providing a framework or class library thatplements the architecture and can be used to
embed language processing capabilities in divgrpications;

3. By providing a development environment built top of the framework made up of

convenient graphical tools for developing composent

GATE can be thought of as a Software Architectord_.anguage Engineering

Language Engineering (LE) may be defined as:

. . . the discipline or act of engineering softwaystems that perform tasks involving processing
human language. Both the construction process tanouiputs are measurable and predictable.
The literature of the field relates to both apgiima of relevant scientific results and a body of

practice.

GATE as an architecture suggests that the elen@nseftware systems that process
natural language can usefully be broken down irddous types of component, known as
resources. Components are reusable software chwitkswell-defined interfaces, and are a
popular architectural form, used in Sun’s Java Beamd Microsoft’s .Net, for example. GATE

components are specialised types of Java Beargand in three flavours:

» LanguageResources (LRs) represent entities suldx@ons, corpora or ontologies.
» ProcessingResources (PRs) represent entitiesatkaprimarily algorit- -hmic, such as
parsers, generators or ngram modelers.

* VisualResources (VRS) represent visualisationexiting components that participate in GUIs.
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Figure. GATE with ANNIE loaded

Built-in Components:

ANNIC

ANNotations In Context: a full-featured annotatiamdexing and retrieval system
designed to support corpus querying and JAPE ruthoaing. It is provided as part of an
extention of the Serial Datastores, called Seatetfaérial Datastore.

Machine learning API
A brand new machine learning layer specificallyg&ted at NLP tasks including text

classification, chunk learning (e.g. for namedtgnmecognition) and relation learning.
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Ontology API
A new ontology API, based on OWL In Memory (OWLIMyhich o_ers a better API,
revised ontology event model and an improved ogipkditor to name but few.

OCAT
Ontology-based Corpus Annotation Tool to help aatwws to manually annotate

documents using ontologies.

Alignment Tools
A new set of components (e.g. CompoundDocumengnitientEditor etc.) that help in
building alignment tools and in carrying out crakszument processing.

New HTML Parser

A new HTML document format parser, based on AndgriCé NekoHTML. This parser
is much better than the old one at handling modFML and XHTML constructs, JavaScript
blocks, etc., though the old parser is still addéafor existing applications that depend on its
behaviour.
Ontotext Japec Compiler

Japec is a compiler for JAPE grammars developedOhbtiotext Lab. It has some
limitations compared to the standard JAPE transdumglementation, but can run JAPE

grammars up to five times as fast.

Ontogazetteer
The Ontogazetteer, or Hierarchical Gazetteer, isnggrface which makes ontologies
“visible” in GATE, supporting basic methods for taechy management and traversal. In GATE,

an ontology is represented at the same level asantent, and has nodes called classes.

Ontogazetteer Editor
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This is for editing the class hierarchy of an ooggyl. it provides storing to and loading

from RDF/RDFS, and provides load/edit/store ofc¢laess hierarchy of an ontology.

JAPE
Java Annotation Patterns Engine. JAPE providestefirstate transduction over
annotations based on regular expressions. JAPkEdsson of CPSL

— Common Pattern Specification Language.

ANNIE: a Nearly-New Information Extraction System

GATE was originally developed in the context ofdmhation Extraction (IE) R&D, and
IE systems in many languages and shapes and sizesbkeen created using GATE with the IE
components that have been distributed with it.
ANNIE components form a pipeline which appearsgure.

Dlocvanent fornsat T
[:X]\-!L_ HTLIL., 35, snsil )] A}"NIE’ LaSIE
IE modules
Inpuat: GATE
TURL or texl Crocurment m
- JAFE HE
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Figure. Annie data flow diagram
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Tokeniser
The tokeniser splits the text into very simple tokesuch as numbers, punctuation and
words of different types. For example, we distisuibetween words in uppercase and

lowercase, and between certain types of punctuation

Gazetteer
The gazetteer lists used are plain text files, witle entry per line. Each list represents a
set of names, such as names of cities, organisatieys of the week, etc. An index file

(lists.def) is used to access these lists.

GATE includes resources for common LE data strestuand algorithms, including
documents, corpora and various annotation typesetaof language analysis components for
Information Extraction and a range of data visaditn and editing components. GATE supports
documents in a variety of formats including XML, RTemail, HTML, SGML and plain text. In

all cases the format is analysed and convertedaisiagle unified model of annotation.
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APENDIX B
An Introduction to Protége
URL: http://protege.stanford.edu.//

Protégé is the latest tool in an established lineals developed at Stanford University
for knowledge acquisition. Protégé has thousandssefs all over the world who use the system
for projects ranging from modelling cancer-protogplidelines to modelling nuclear-power
stations. Protégé is freely available for downlaader the Mozilla open-source license.

Protégé provides a graphical and interactive ogieltesign and knowledge-base—
development environment. It helps knowledge engsmesnd domain experts to perform
knowledge-management tasks. Ontology developersacarss relevant information quickly
whenever they need it, and can use direct manipuolad navigate and manage an ontology.
Tree controls allow quick and simple navigatiorotigh a class hierarchy. Protégé uses forms as
the interface for filling in slot values. THaowledge modelof Protégé-2000 includes support
for classes and the class hierarchy with multiptderitance; template and own slots;
specification of pre-defined and arbitrary facets &lots, which include allowed values,
cardinality restrictions, default values, and irseeslots, metaclasses and metaclass hierarchy. In
addition to highly usable interface, two other impat features distinguish Protégé from most
ontology-editing environments: iscalability andextensibility.

One of the major advantages of the Protégé archreecs that the system is constructed
in an open, modular fashion. Its component-baseHitacture enables system builders to add
new functionality by creating appropriate plugirnBhe Protégé Plugin Library3 contains

contributions from developers all over the world.
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Figure. Protégé

The Protége-OWL API is an open-source Java libfarythe Web Ontology Language
(OWL) and RDF(S). The API provides classes and owgho load and save OWL files, to
guery and manipulate OWL data models, and to pari@asoning based on Description Logic
engines. Furthermore, the API is optimized for ithelementation of graphical user interfaces.
The Protégé-OWL API is centred around a collectbdava interfaces from the model package.
These interfaces provide access to the OWL modeitarelements like classes, properties, and

individuals.

The API is designed to be used in two contexts:
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For the development of components that are execingide of the Protégé-OWL
editor's user interface

For the development of stand-alone applicationg.,(&wing applications, Servlets, or
Eclipse plug-ins)

Protégé is a flexible, configurable platfiofor the development of arbitrary model-driven
applications and components. Protégé has an opdntemture that allows programmers to
integrate plug-ins, which can appear as separdis, tspecific user interface components
(widgets), or perform any other task on the curmaoidel. The Protégé-OWL editor provides
many editing and browsing facilities for OWL modedsd therefore can serve as an attractive
starting point for rapid application developmenevBlopers can initially wrap their components
into a Protégé tab widget and later extract thendistribute them as part of a stand-alone

application.
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APPENDIX C
AN INTRODUCTION TO LUCENE

Apache Lucene is a high-performance, full-featueed search engine library written entirely in
Java. It is a technology suitable for nearly anyligption that requires full-text search,
especially cross-platform. Lucene is a free/opearc®information retrieval library, originally
implemented in Java by Doug Cutting. It is suppeblig the Apache Software Foundation and is
released under the Apache Software License. Lucasdeen ported to programming languages
including Delphi, Perl, C#, C++,Python, Ruby andf?H

While suitable for any application which requirkdl text indexing and searching
capability, Lucene has been widely recognized t®rutility in the implementation of Internet
search engines and local, single-site searchingene itself is just an indexing and search
library and does not containcrawling and HTML jpagdunctionality. The Apache
project Nutch is based on Lucene and provides ftimstionality; the Apache project Solr is a

fully-featured search server based on Lucene.

At the core of Lucene's logical architecture isoion of a document containing fields of
text. This flexibility allows Lucene's APl to be ragptic of file format. Text
from PDFs, HTML, Microsoft Word documents, as wad many others can all be indexed so

long as their textual information can be extracted.
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