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ABSTRACT

Orthogonal frequency division multiplexing (OFDM) is becoming thesen
modulation technique for wireless communications. OFDM can proarde ldata
rates with sufficient robustness to radio channel impairmentmyMesearch
centers in the world have specialized teams working in thenatiion of OFDM
for countless applications. The purpose of this thesis is to priMadleab code to
simulate the basic processing involved in the generation angtigteof an
OFDM signal in a physical channel and to provide a description ¢f efthe
steps involved. For this purpose, we shall use, as an example, threepobposed
OFDM signals of the Digital Video Broadcasting (DVB) standdod the

European terrestrial digital television (DTV) service.



CHAPTER 1
INTRODUCTION

In an OFDM scheme, a large number of orthogonal, overlappingywdrand
sub-channels or subcarriers, transmitted in parallel, divide dhailable
transmission bandwidth. The separation of the subcarriers is ticatyetninimal
such that there is a very compact spectral utilization. Tinecabn of OFDM is
mainly due to how the system handles the multipath interferente aédeiver.
Multipath generates two effects: frequency selective fading intersymbol
interference (ISI). The "flathess" perceived by a narrow-b&aarel overcomes
the former, and modulating at a very low symbol rate, which sm#i& symbols
much longer than the channel impulse response, diminishes the siag
powerful error correcting codes together with time and frequenirieaving
yields even more robustness against frequency selective taalinilpe insertion of
an extra guard interval between consecutive OFDM symbols edince the

effects of ISI even more. Thus, an equalizer in the recesvest necessary.

1.1 Motivation

For the most part, Orthogonal Frequency Division MultiplexdgDM) is the
standard being used throughout the world to achieve the high dataeaéssary
for data intensive applications that must now become routine.

This thesis enhances the throughput of an existihg OFDM system by
implementing DVB-T. The new system guarantees to reaclgattperformance
over a slow time-varying fading channel. The system autoaiigtiswitches from
lower to higher modulation schemes on individual subcarriers, depeaditiye
state of the quasi-stationary channel.

We designed this method in MAT lab codes.



CHAPTER 2
OFDM

2.1 Research Survey

The concept of using parallel data transmission by means of frgqdension
multiplexing (FDM) was published in mid 60s. Some early devetgncan be
traced back in the 50s. A U.S. patent was filled and issuechirada1970. The
idea was to use parallel data streams and FDM with overiggoib channels to
avoid the use of high-speed equalization and to combat impulsive roide,
multipath distortion as well as to fully use the available bandwitkie initial
applications were in the military communications. Weinstein Bbert applied
the discrete Fourier transform (DFT) to parallel data trasson system as part of
the modulation and demodulation process. In the 1980s, OFDM has been studied
for high-speed modems, digital mobile communications and high- tgensi
recording. Various fast modems were developed for telephonemkstwn 1990s,
OFDM has been exploited for wideband data communications over mabite r
FM channels, wireless LAN wireless multimedia communicatidmngh-bit-rate
digital subscriber lines (HDSL), asymmetric digital suliser lines (ADSL), very
high-speed digital subscriber lines (VHDSL), digital audio brasting (DAB)

and HDTYV terrestrial broadcasting.

2.2 OFDM M essage

Orthogonal Frequency Division Multiplexing (OFDM) is simply definsdagorm
of multi-carrier modulation where the carrier spacing is cdlsebelected so that
each sub carrier is orthogonal to the other sub carriers. Twalsigre orthogonal
if their dot product is zero. That is, if you take two signalstipiylthem together
and if their integral over an interval is zero, then two s$gyaee orthogonal in that

interval. Orthogonality can be achieved by carefully seledarger spacing, such



as letting the carrier spacing be equal to the reciprocakafigeful symbol period.
As the sub carriers are orthogonal, the spectrum of eaclerchas a null at the
center frequency of each of the other carriers in the system.rdsu#ts in no
interference between the carriers, allowing them to be dpase close as
theoretically possible. Mathematically, suppose we have a sardls¥ , where

¥p is thep-th element in the set. The signals are orthogonal if,

h

: . JI{ Jor p=gq
| (0w (di=y
j |0 for p#g

it (21)
Where * indicates the complex conjugate and interval [a, b],syabol period
Since the carriers are orthogonal to each other the nulls ofasneracoincides
with the peak of another sub carrier. As a result it is possibkxtract the sub

carrier of interest.

Cartier2

carrier \\_\

carrier n

Figure 2.1 OFDM Spectrum

As the figure indicates the spectrum of carriers sigmtigaover laps over the
other carrier. This is contrary to the traditional FDM techniguehich a guard

band is provided between each catrier
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Figure 2.2 FDM Spectrum

From the figures illustrated, it is clear that OFDM ikighly efficient system and
hence is often regarded as the optimal version of multi-catr@@rsmission
schemes. The number of sub channels transmitted is fairly aybmrdn certain
broad constraints, but in practical systems, sub channels tend ttrbmeady
numerous and close to each other. For example the number of card®2.11
wireless LAN is 48 while for Digital Video Broadcast (DVB)s as high as 6000
sub carriers. If we consider a single OFDM carrier, ae model the transmitted
pulse as a sinusoid multiplied by a RECT function. In the frequencyidoiie
resulting spectrum has a sin(x)/x shape centred at the daeqggiency as shown

in the figure below.

\/\/ Typical OFDM waveform in Time Domain

d—T—.-

N\m\/\/\ Typical OFDM spectrumin Frequency Damasin
oA |

Figure 2.3 A Singlecarrier of OFDM
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It is worth mentioning here that relative to single carh@dulation technique

SCM, the OFDM carriers occupy a significant amount of bandwidtihef

spectrum relative to the symbol rate. This characteisnot a problem given that

the carriers overlap significantly. The slow sin (x)/x roff, which implies a

wider carrier bandwidth is only an issue at the edge of the chapeetrum.

Standards like 802.11A, allow the RECT pulse to be modified suchhiaising

and falling edges are softer (Raised cosine) at the edfeiofssigned spectrum.

This helps constrain the spectrum without affecting data trassms OFDM

offers several advantages over single carrier systeambetter multi-path effect

immunity, simpler channel equalization and relaxed timing acquisgionstraints.

But it is more susceptible to local frequency offset and radio &odtnon-

linearities. The frequencies used in OFDM system are asttadg Neighboring

frequencies with overlapping spectrum can therefore be used.rd$u#ts in

efficient usage of BW. The OFDM is therefore able to providédriglata rate for

the same BW.

2.3 ADVANTAGES AND DISADVANTAGES OF OFDM AS

COMPARED TO SINGLE CARRIER MODULATION

2.3.1 ADVANTAGES

1. Makes efficient use of the spectrum by allowing overlap.

2. By dividing the channel into narrowband flat fading sub channel
IS more resistant to frequency selective fading than singlecaystems are.

3. Eliminates ISI and IFI through use of a cyclic prefix.

4. Using adequate channel coding and interleaving one can regovesls lost
due to the frequency selectivity of the channel.

5. Channel equalization becomes simpler than by wusing adaptive
equalization techniques with single carrier systems.

6. It is possible to use maximum likelihood decoding with reasomalphplexity.

7. OFDM is computationally efficient by using FFT techniquesriplement the

modulation and demodulation functions.

12



8. Is less sensitive to sample timing offsets than stagleer systems are.

9. Provides good protection against co channel interference andlsinep
parasitic noise.

2.3.2 DISADVANTAGES:

1. The OFDM signal has a noise like amplitude with a veryelalynamic range;
therefore it requires RF power amplifiers with a high peakverage power
ratio.

2. It is more sensitive to carrier frequency offset and thdin single carrier

systems are due to leakage of the DFT.

2.4 OFDM SYSTEM M ODEL

OFDM transmitters generate both the carrier and the dataalsig
simultaneously with purely digital circuits residing in the spex@d DSP (Digital
Signal Processor) microchips. The specific process of diggaklks generation
used in OFDM is based on the series of mathematical commgdmmwn as an
Inverse Fourier Transform, and the process results in the formafta complex
modulated waveform at the output of the transmitter. The incosengl data is
first converted from serial to parallel and grouped into x bdsh to form a
complex number. The complex numbers are modulated in a base band fashion by
the IFFT and converted back to serial data for transmisgioguard interval is
inserted between symbols to avoid intersymbol interference (l&ikec by
multipath distortion. The discrete symbols are converted to amalddow pass
filtered for RF up-conversion. The receiver performs the ses/grocess of the
transmitter. One tap equalizer is used to correct channel oistoithe tap

coefficients of the filter are calculated based on channel ifitom

13
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Figure 2.4 OFDM System model

2.5 Interference

In a multipath environment, different versions of the transthggenbol reach the
receiver at different times. This is due to the fact thiéemdint propagation paths
exist between transmitter and receiver. As a result, the dispersion stretches a
particular received symbol into the one following it. This syndharlap is called
inter-symbol interference, or ISI. It also is a major fagtotiming offset. One
other form of interference is inter-carrier interferenceGir In OFDM, successful
demodulation depends on maintaining orthogonality between the caivers.
demodulate a specific subcarrier N at its spectral pea&nimg that all the other
carriers must have a corresponding zero spectra at gheehter frequency
(frequency domain perspective). Frequency offsets lead to thesi@nitnot being
met. This condition can seriously hinder the performance of our OFDidrsys

Figure 2.2 below shows that when the decision is not taken at thextcoenter

14



frequency (i.e. peak) of carrier considered, adjacent cafaetsr in the decision
making, thus reducing the performance of the system.

Effect of Fraguancy Offsat

o freq ofset

-\.l".

Spactum

1
\ '
1 ~— = "

—— FFT output sampling points with no freg offset
—— FFT output sampling points with a freq offset

L i I
1] 1 2z 3 4 5
Sub-camar indax

Figure 2.5 Effect of Frequency Offset (maintaining orthogonality)
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2.6 The Cyclic Prefix

Tail of the
symbol

attached Direct LOS component
here,

=
-----iE-

-]

L 3

Multipath
Components

Sampling starts

| o

Figure 2.6 Cyclic prefix

The cyclic prefix (CP) is a copy of the lagtsamples from the IFFT, which are
placed at the beginning of the OFDM symbol. There are twomnsa® insert a
CP:

1. The convolution between the data and the channel impulse resporese Wik
a circular convolution instead of a linear one. Circular convoluticakes

equalization easier.

2. Interference from the previous symbol will only affect the @mRjch is

discarded in the receiver.

Both reasons assume that the CP is longer than the channelsamggponse. If

the CP is shorter than the impulse response, the convolution witlenoircular

16



and intersymbol interference will occur. However, if the nundfezamples in the

CP is large, the data transmission rate will decreasefisantly, since the CP
does not carry any useful data. The data rate will decreaséheithctorkR asR =

N= (N +n). Thus, it is important to chose the minimum possible CP tamze

the systems efficiency.

OFDM demodulation must be synchronized both in the time domain as

well as in the frequency domain. Engineers have found a waystoeethat goal

by adding a guard time in the form of a cyclic prefix (CP) tdhé@EDM symbol.

The CP consists in duplicates of the end samples of the OFDMgees=socated

at the beginning of the FDM symbol. This increase the lengthorf the transmit

message without altering its frequency spectrum

data*

T.=CP+T, N
' (2.2)

where TawaliS the duration of one data symbol, and N the number of carriers. The
receiver is set to demodulate over a complete OFDM symbabdpewhich
maintains orthogonality. As long as the CP is longer than the chaetes)
spread;tmay, the system will not suffer from ISI. The CP is to be adaléer the

FFT operation at the transmitter and removed prior to demoduldtdenfigure
below whose the deteriotiation in performance when the CP is glosgthed by

the delay spread. The signal constellation is less tightly grompedoubt a sign

of less than accurate decoding.

2.7 Multipath Challenges

In OFDM-based WLAN architecture, as well as many other legse systems,
multipath distortion is a key challenge. This distortion occurs racaiver when
objects in the environment reflect a part of the transmgtgdal energy. Figure

2.7 illustrates one such multipath scenario from a WLAN environment

17



Figure 2.7 Multipath reflections, such asthose shown here, create | S|
problemsin OFDM receiver designs.

Multipath reflected signals arrive at the receiver withfeddnt amplitudes,
different phases, and different time delays. Depending on thaveelphase
change between reflected paths, individual frequency componentsaddll
constructively and destructively. Consequently, a filter reprasgitite multipath
channel shapes the frequency domain of the received signal. In otlds, woer
receiver may see some frequencies in the transmitted sginare attenuated and
others that have a relative gain. In the time domain, theveceees multiple
copies of the signal with different time delays. The timéediince between two
paths often means that different symbols will overlap or smé&aeach other and
create inter-symbol interference (ISI). Thus, designers diogil WLAN
architectures must deal with distortion in the demodulator. Réeall OFDM
relies on multiple narrowband subcarriers. In multipath environmetis
subcarriers located at frequencies attenuated by multipath wrkkdssved with
lower signal strength. The lower signal strength leads to@aased error rate for
the bits transmitted on these weakened subcarfientunately for most multipath
environments, this only affects a small number of subcaraiedstherefore only
increases the error rate on a portion of the transmitted datarstiFurthermore,
the robustness of OFDM in multipath can be dramatically improwesth
interleaving and error correction coding. Let's look at erromrection and
interleaving in more detail
2.8 Error Correction & Interleaving
Error correcting coding builds redundancy into the transmittedsiisgam. This
redundancy allows bits that are in error or even missing to bected The
simplest example would be to simply repeat the information bits.i3 lkisown as

a repetition code and, while the repetition code is simple intstejcmore

18



sophisticated forms of redundancy are typically used since they tievaa
higher level of error correction. For OFDM, error correction mgdneans that a
portion of each information bit is carried on a number of subcsgrrieus, if any
of these subcarriers has been weakened, the information biilcarrise intact
Interleaving is the other mechanism used in OFDM system tobatbrihe
increased error rate on the weakened subcarriers. Interle@vangleterministic
process that changes the order of transmitted bits. For OFDkhsgsthis means
that bits that were adjacent in time are transmitted onasuérs that are spaced
out in frequency. Thus errors generated on weakened subcarriepses@ sut in
time, i.e. a few long bursts of errors are converted intaynshort bursts. Error

correcting codes then correct the resulting short bursts of errors

2.9 Handling I SI

The time-domain counter part of the multipath is the ISI or snmgaf one
symbol into the next. OFDM gracefully handles this type of multipistortion

by adding a "guard interval" to each symbol. This guard intasv@ypically a
cyclic or periodic extension of the basic OFDM symbol. In other watdeoks
like the rest of the symbol, but conveys no 'new' information. Sicenew
information is conveyed, the receiver can ignore the guard ihemdastill be able
to separate and decode the subcarriers. When the guard intedgalgeed to be
longer than any smearing due to the multipath channel, the redgiadle to
eliminate ISI distortion by discarding the unneeded guard intereice, ISI is
removed with virtually no added receiver complexity

It is important to note that discarding the guard interval doee ha impact on
the noise performance since it reduces the amount of energy avaalalthe
receiver forchannel symbol decoding. In addition, it reduces the data ratersince
new information is contained in the added guard interval. Thus a goahsyst

design will make the guard interval as short as possible whdetaining

19



sufficient multipath protection. Why don't single carrier systafas use a guard
interval? Single carrier systems could remove ISI by addinguard interval
between each symbol. However, this has a much more severe wnptet data
rate for single carrier systems than it does for OFDM.&SMEDM uses a bundle
of narrowband subcarriers, it obtains high data rates with avedyakong symbol
period because the frequency width of the subcarrier is invepseportional to
the symbol duration. Consequently, adding a short guard intervalkttegnipact
on the data rate. Single carrier systems with bandwidths equival® FDM must
use much shorter duration symbols. Hence adding a guard intervaltegual

channel smearing has a much greater impact on data rate.

2.10 Frequency Interleaving

DAB also uses frequency interleaving, a similar techniquare interleaving but
applied to the sub-carriers centre frequencies in the RF speicistead. The data
stream from the studio is deliberately not modulated serially sabacarriers
across the frequency range, but instead in a more random waypaiuland
other forms of selective fading generally affect a relativarrow part of the RF
multiplex bandwidth at any one time so frequency interleaving would tend

average out 'bursts’ of errors resulting from these.

2.11 Single Frequency Networ ks

A major advantage of DAB over FM is the provision of sinfgequency networks
(SFNs). Provided the transmitters are synchronized, the nexltigence holder
may operate several in a relatively small geographic areae same multiplex
frequency without any destructive interference occurring at theivesc SFNs
allow substantial service areas to be built up steadily andeetifiz as the network
develops, funding allows and frequency spectra become avaiaitepared to

FM where service areas operating at the same caregudncy cannot overlap, a

20



typical DAB network will comprise several relatively low pexed closely spaced
transmitters operating at the same multiplex frequency. Thisssfrequency
spectrum, reduces the complexity and cost of the transmittégwaee and avoids
the need for frequent re-tuning of mobile receivers as they mmug avithin the
network. It also means that each transmitter has a smalldience, thus
mitigating the service loss should a transmitter fail.cd@se of this
synchronization, receivers which are located in places wheresthiees areas of
two or more transmitters overlap will interpret one of tignals as a slightly
delayed version of the other, effectively an apparent delibemaiéipath
interference. The actual delays will depend on the radio path ggoamet any
extra delays that may be added artificially when the network nsngssioned.
Within the receiver then a relatively simple form of deldgfing may be applied
to extract the desired data.

2.12 Coding

Coding refers to convolutional coding and means that the original datad
over the multiplex is deliberately manipulated by splitting it int@ks blocks and
adding some intelligently designed redundant information to each, ¢émasaging
a data 'overhead'. The overhead bits added to each block araideteaccording
to rules applied to the true data content of the block. After demartulat the
receiver the digital signal processor examines both the actealyved data and
overhead bits and regenerates what it believes to be the odgtadbased on a set
of statistical rules known as an algorithm. The regenerated rday include a
number of data bit corrections. The algorithm used in DAB is knasna ¥iterbi
algorithm, and is an example of a maximum likelihood algoritiiims works by
maintaining a history of demodulated bit sequences, building up aofi¢heir

probabilities and then using these to finally select either a Ofar the bit under
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consideration. This type of coding is also known as an example chridrevror
correction (FEC).

2.13 The importance of coding

The distribution of the data over many carriers means thattiseldading will
cause some bits to be received in error while others aetveelccorrectly. By
using an error-correcting code, which adds extra bits at timsnbiger, it is
possible to correct many or all of the bits that were incorraettgived. The
information carried by one of the degraded carriers is correbssmhuse other
information, which is related to it by the error-correcting casléransmitted in a
different part of the multiplex (and, it is

hoped, will not suffer from the same deep fade). This accounthdofcoded”
part of the name COFDM.

2.14 Channdl encoder

The incoming data are encoded to reduce the bit error rate)(BER idea is to
insert controlled redundancy in order to correct errors that axeduded by the

channel.

2.15 M apper

The mapper converts input data into complexed valued constellations,poi
according to a given constellation. Typical constellations foeless applications
are, BPSK, QAM, and 16 QAM, see Figure 3. In Figure 3, this in-phase
component and Q is the quadrature component. The amount of data tethemit

each subcarrier depends on the constellation, e.g. BPSK and 16QAM

22
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Figure 2.8 Typical constellations for wireless applications

Transmit one and four data bits per subcarrier, respectively. Wborgtellation to
chose depends on the channel quality. In a high interference channeallla sm
constellation like BPSK is favourable, since the required sigmaloise ratio
(SNR) in the receiver is low, whereas in a low interfereobannel a larger
constellation is more beneficial due to the higher bit rate. Téwamples of how
the constellations can be chosen are;

1. Only one constellation is included, which is often the caseowehd
transmitters. How to choose the included constellation is a desigsiae
depending on the delay and multipath propagation situation.

2. More than one constellation is included, but only one constellatioredspes
OFDM frame, which is the case in the Hiperlan/2 and IEEE 802.thtalards.
The choice of constellation can be based on measurements of the BER.

3. More than one constellation is included, where each subcarrieussara
different constellation. This is called bit loading. Bit-loadaigorithms base the
choice of constellation on the frequency response in each subcarsebcArrier
with high SNR will get a larger constellation and vicesee[3]. Thus a flexible
transmitter must provide the user with the possibility to use oneewéral

constellations for each subcarrier.
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The mapper is designed to be used with a bit-loading algoritiv@. included
constellations are no modulation (ZERO), BPSK, QPSK, 8PSK, 16QdéiM,
64QAM. The ZERO constellations do not contain any data, but is incluted f
unused subcarriers. That can be subcarriers with very low SNRubodrsers at
the fringes of the spectrum, where a spectrum- shapieg filins them. The DC
subcarrier is sometimes also unused, because all offsetiartbesIFFT will end

up in this component. Constellations larger than 64QAM are not likdbe used

in a wireless system, due to the high SNR required at thvees&e.

2.16 Theuse of the FFT in OFDM

The main reason that the OFDM technique has taken a long timectonbk a
prominence has been practical. It has been difficult to generelteassignal, and
even harder to receive and demodulate the signal. The hardwaiensolttich
makes use of multiple modulators and demodulators, was

somewhat impractical for use in the civil systems. Thetgli define the signal
in the frequency domain, in software on VLSI processors, and to gertemt
signal using the inverse Fourier transform is the key toutsent popularity. The
use of the reverse process in the receiver is esserdia@ap and reliable receivers
are to be readily available. Although the original proposals wade a long time
ago [5], it has taken some time for technology to catch uphé\transmitter, the
signal is defined in the frequency domain. It is a sampled dgygaal, and it is
defined such that the discrete Fourier spectrum exists only att@igoequencies.
Each

OFDM catrrier corresponds to one element of this discrete Fapeatrum. The
amplitudes and phases of the carriers depend on the data to beittemhsThe
data transitions are synchronized at the carriers, and can besgahdegether,

symbol by symbol.
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217 |FFT

The Inverse Fast Fourier Transform (IFFT) transforms theatgfrom the
frequency domain to the time domain. In 1973 it was discovered ltbaERkT
could be used in multicarrier systems like OFDM [4]. Howeutewas not until
1989 with the introduction of the CP that OFDM was established.

The number of subcarriers, N, determines how many sub-bands theblavaila
spectrum is split into. The more subcarriers used the leshiead is introduced
by the CP, see section 2.4. Contrary to this the sub-band must be rdecthan
the Doppler frequency to remain orthogonal [6].

In other words the faster the terminal moves, the fewer sudasacan be used and
the more overhead is introduced. The crest factor, the ratmebetthe peak and
the average amplitude of the OFDM symbol, will also lirng thaximum number
of sub carriers that can be used. A high N will give a higktdeztor, which will
cause linearity problems in the power amplifier [7]. Another drakath using
a large number of subcatrriers is that more hardware wikdpaired to perform the
IFFT and the latency through the

hardware will increase. The latency can be critical if tla@smitter is used in a
real-time application. Thus, for the system to be efficient, nienber of

subcarriers has to be adjusted over time.

2.18 OFDM APPLICATION

1. DAB - OFDM forms the basis for the Digital Audio Broadaagti(DAB)
standard in the European market.

2. ADSL - OFDM forms the basis for the global ADSL (asyrmmedigital
subscriber line) standard.

3. Wireless Local Area Networks - development is ongoingMiogless point-to-

point and point-to-multipoint configurations using OFDM technology.
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4. In a supplement to the IEEE 802.11 standard, the IEEE 802.11 workung gr
published IEEE 802.11a, which outlines the use of OFDM in the 5.8-GHz
band.

219 MATHEMATICAL ANALYSIS

With an overview of the OFDM system, it is valuable to dis¢chesmathematical
definition of the modulation system. It is important to understanuithieacarriers
generated by the IFFT chip are mutually orthogonal. This is true fhe very
basic definition of an IFFT signal, as we will derive now.sTWill allow us to
understand how the signal is generated and how receiver must operate
Mathematically, each carrier can be described as a complex wave

5, (0)= 4,01 120 .
The real signal is the real part of sc (t}(tAando(t), the amplitude and phase of
the carrier, can vary on a symbol-by-symbol basis. The valudgegsdrameters
are constant over the symbol duration petio@FDM consists of many carriers.
Thus the complex signadqt) is represented by:

l < i 7 i
s(0=23 4 (0 eloee]
. ’\"- n=t ’
(2.4)
Where,

M, = (0, + nAw

This is of course a continuous signal. If we consider the wavefofmsach
component of the signal over one symbol period, then the variai@aAde(t)
take on fixed values, which depend on the frequency of that partcarnaer, and

S0 can be rewritten
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4.'-',|.|"'}|"J-I —= {.'-‘.-..I.
At = 4,
If the signal is sampled using a sampling frequency of 1/T, ttie resulting

signal is represented by:

,-'r|,,||r ?— 2 4” -"[|fJ.- +RAm kT4, ]

n=

(2.5)

At this point, we have restricted the time over which wdyaeathe signal to N
samples. It is convenient to sample over the period of oesgatbol. Thus we
have a relationship: t=NT If we now simplify 3, without a losggeherality by

letting ®0=0, then the signal becomes:

,.'L f } i z 4 IE:-J.f-.'l..l[:jl.l'l.l Ao | KT
." I'I
3 (2.6)
Now Eg. (2.6) can be compared with the general form of the inverseer

transform:

(2.7)

il
In Eq. (2.6), the functior’ € " is no more than a definition of the signal in the
sampled frequency domain, and s (kT) is the time domain epeg®n. Eq. (2.6)

and (2.7) are equivalent if:

This is the same condition that was required for orthogonality Thus, one
consequence of maintaining orthogonality is that the OFDM signddean

defined by using Fourier transform procedures.
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CHAPTER 3
OFDM TRANSMISS ON

A block diagram of the European DVB-T standard is shown in FigarevBst of
the processes described in this diagram are performed withinital diignal
processor (DSP), but the aforementioned drawbacks occur in theglltymanel,
l.e., the output signals of this system. Therefore, it is thpgserof this project to
provide a description of each of the steps involved in the gemettthis signal
and the Matlab code for their simulation. In other words, thisighesll
concentrate only in the blocks labeled OFDM, D/A, and Front End ofé&ig).1.
We only have transmission regulations in the DVB-T standard duecesteption
system should be open to promote competition among receivers' gtaneifs

We shall try to portray a general receiver system to haoenplete system
description.

¥ U
MPEG-2
Source coding and Multiplexing
To Acrisl &
sagoinn_| s Comi |
“1 Energy [] Coder Fln&'f:rm_ e | | meaves [ Maroer _Ad';':ta'h"';m_ OFDM [ Tnierval |- DJ/A [~ Front nd
Dispersal Tnsertion

r % r‘---.r----.r----.J ‘
|Adgpation)_' OQuter 1 ' Ower ! ! fmer ! .

L ergy 11 Coder iV Inizrleaveri Coder 1 P"‘;,‘.;,_T,fs
| Dispessal| ! _ _ LS [ !

Termestrinl Channcl Adapter

Figure 3.1: DVB-T transmitter
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3.1 DVB-T Example

A detailed description of OFDM can be found in [2] where we dad the
expression for one OFDM symbol starting=tt as follows:

"
Me 3

l:. ] RE“*’ T d]+"-‘ "EXP| j?}r| f;

Ii'='—'a—

i+0.5) !
{ —r] v, b St 4T

s(Hi=0.t<t. A t=t +T
i ) (3.1)

where ¢dare complex modulation symbolN; is the number of subcarriefsthe
symbol duration, andf. the carrier frequency. A particular version of (3.1) is

given in the DVB-T standard as the emitted signal. The expreission

5 P::l"IEN ]
5(1) = Re‘e-’l e ZE > Crk Wk (D) ¢
[ m=0 1=0 k=K, J (3.2)
Where
[ J'z,.~$j.-._*s-.'.T5-5s.m.T3] _
W, (it =4¢ v (1+68-m) - Tg=<r=(I+68-m+1)-Ts
| else (3.3)
Where:
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K denotes the carrier number;

I denotes the OFDM symbol number;

m denotes the transmission frame number;

K is the number of transmitted carriers;

Ts Is the symbol duration;

Ty is the inverse of the carrier spacing;

A is the duration of the guard interval,

fc is the central frequency of the radio frequency &rRfnal;

K’ is the carrier index relative to the centegiency,
K" =K - (Kmaxt Kmin)/2;

Cm.ok complex symbol for carrier k of the Data symbol no.1 in frame
number m;

Cm.1k complex symbol for carrier k of the Data symbol no.2 in frame number
m;

Cm.67.k complex symbol for carrier k of the Data symbol nan6Bame
number m;

It is important to realize that (3.2) describes a workingesgsi.e., a system that
has been used and tested since March 1997. Our simulations will fottwes 2k
mode of the DVB-T standard. This particular mode is intended fobileno
reception of standard definition DTV. The transmitted OFDM signakganized
in frames. Each frame has duration @f dnd consists of 68 OFDM symbols. Four
frames constitute one super-frame. Each symbol is constituteddiyod K=1,705
carriers in the 2k mode and transmitted with a duratignATuseful part with
duration T, and a guard interval with a duratian compose § The specific
numerical values for the OFDM parameters for the 2k modeiaea oy Table 1.
The next issue at hand is the practical implementation of (3.2)MDpractical

implementation became a reality in the 1990’s due to the availafilisP’s that
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made the Fast Fourier Transform (FFT) affordable [3]. Therefoeeshall focus
the rest of the report to this implementation using the valuesedaences of the
DVB-T example. If we consider (3.2) for the period from t = @ toTswe obtain:

Table 1: Numerical values for the OFDM parametersfor the 2k mode

Parameter 2k mode
Elementary period T 7/64us
Number of carriers K 1,705
Value of carrier number K&, 0
Value of carrier number }y 1,704
Duration Ty 224us
Spacing between carriers,)Kand 7.61 MHz
Kima{K-1)/Ty
Carrier spacing 1/J 4,464 Hz
Allowed guard interval /Ty 1/4 1/8 1/16 1/32
Duration of symbol part J 2,048xT
224.us
Duration of guard intervah 512xT  256xT  128xT  64XT
56 us 28us  14is s
Symbol duration = A +Ty 2,560xT 2,304xT 2,176xT 2,112xT
280us 25218 23@s 231s
s(t)=Re !e?*“':”"-""' > Cooie (=4)Ty |
I J

(3.4)

)/ 2.

with K'=k—(K_. +K

There is a clear resemblance between (3.4) and the Invesseete Fourier
Transform (IDFT):
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i (3.5)

Since various efficient FFT algorithms exist to performBi& and its inverse, it

is a convenient form of implementation to generate N samplesrsesponding to
the useful part, J long, of each symbol. The guard interval is added by taking
copies of the last NN'T, of these samples and appending them in front. A
subsequent up-conversion then gives the real signal s(t) centetieel foequency

fe.

3.2 FFT Implementation

The first task to consider is that the OFDM spectrum is oethtenf. ; i.e.,
subcarrier 1 i1s7.61/2 MHz to the left of the carrier and subcdnT®5 is7.61/2
MHz to the right. One simple way to achieve the centering isé a 2N-IFFT [2]
and T/2 as the elementary period. As we can see in Tatsle OFDM symbol
duration, TU, is specified considering a 2,048-IFFT (N=2,048); thexetee shall
use a 4,096-IFFT. A block diagram of the generation of one OFDM syimbol
shown in Figure 3.1 where we have indicated the variables usedMathab
code. The next task to consider is the appropriate simulation pensdiefined
as the elementary period for a base band signal, but since sienatating a pass
band signal, we have to relate it to a time-period, 1/Rsctredider at least twice
the carrier frequency. For simplicity, we use an integerio®laR=40/T. This
relation gives a carrier frequency close to 90 MHz, which tkerrange of a VHF
channel five, a common TV channel in any city. We can now proceeddoldes

each of the steps specified by the encircled letters in Figlre 3.
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Figure 3.2 OFDM symbol generation simulations.
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Figure 3.3 Timeresponse of signal carriersat (B)
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0 2 4 6 8 10 12 14 16 18

I ~ Frequency %—%) _ 105
5 Carriers Welch PS stimate X

= -20 1

,-;" [y e i Irm-',- eyl ey
240

4]

a) |

© -60 |

8

O —8 0 L W JV‘.’\," o o l_‘lglﬂ‘. |
03 VY Wy W r1r,'.'t|Ir|.J.'-.‘h'|-'.kr‘fFl’|1|I;]\‘n_ J"uﬂlﬂf"ip-.ndr',.ﬂ','ﬂl,ﬁ'.)'.‘ J“-r";“-ﬂ,l’-{‘-ﬂ-"u'"l."u'\u“ "L-rl-"-‘]"\-f'-,“.-“fkn'h“' |

2

3 -100 :

o 0 2 4 6 8 10 12 14 16 18

Frequency (Hz) X 10‘3

Figure 3.4 Frequency responses of signal carriersat (B)

As suggested in [2], we add 4,096-1,705=2,391 zeros to the sipat (A) to
achieve over-sampling, 2X, and to center the spectrum. brd=i8.2 and Figure
3.3, we can observe the result of this operation and that the sagnaksuses T/2
as its time period. We can also notice that caraeesthe discrete time baseband
signal. We could use this signal in baseband discrete-time demaitations, but
we must recall that the main OFDM drawbacks occur in th&irmuous time
domain; therefore, we must provide a simulation tool for therlaftee first step

to produce a continuous-time signal is to apply a transmit fil@), tp the
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complex signal carriers. The impulse response, or pulse shapé) af ghown in

Figure 3.4.
Pulse g(t)
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1 SAna 'JETELE ERED
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©
=
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€
<
:
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Figure 3.5 Pulse shape g(t)
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D/A Filter Response
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Figure 3.6 D/A filter response

The output of this transmit filter is shown in Figure 3.6 in theetdomain and in
Figure 3.7 in the frequency-domain. The frequency response of Fijures
periodic as required of the frequency response of a discrete-tinegnsjd, and
the bandwidth of the spectrum shown in this figure is given by Reslperiod is
2/T, and we have (2/T=18.286)-7.61=10.675 MHz of transition bandwidth for the
reconstruction filter. If we were to use an N-IFFT, we wouldyohave
(1/T=9.143)- 7.61=1.533 MHz of transition bandwidth; therefore, we would
require a very sharp roll-off, hence high complexity, in the recactsdn filter to

avoid aliasing.
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The proposed reconstruction or D/A filter response are shown in RBduréd is a
Butterworth filter of order 13 and cut-off frequency of approximately. Tiie
filter's output is shown in Figure 3.8 and Figure 3.9. The finsig to notice is the
delay of approximately 2xIfroduced by the filtering process. Aside of this
delay, the filtering performs as expected since we arevi#itonly the baseband
spectrum. We must recall that subcarriers 853 to 1,705 aredasatiee right of O

Hz, and subcarriers 1 to 852 are to the left of A4c
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Figure 3.7: Timeresponse of signal U at (C)
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Figure 3.8 Frequency response of signal U at (C)
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Figure 3.10 Frequency response of signal UOFT at (D)

The next step is to perform the quadrature multiplex double-sidebanduwapli
modulation of uoft (). In this modulation, an in-phase signalt)nrand a

quadrature signal g(t) are modulated using the formula.
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s(t) =my(t)cos(2m f.6) +my(f)sm(2m f.1)

(3.6)
Equation (3.4) can be expanded as follows:
K Ko+ | ._
s(t)= > Re(c c0'3|:".?r i F—A
) e(Coo ) | _T_+fw| ]
Kz i +H |
—"S_'Im[[: p)sm) 2 —a =
= ox) ] ||—1-—+f | T
(3.7)

where we can define the in-phase and quadrature signals aalthedéemaginary
parts of Gy« the 4-QAM symbols, respectively.
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The corresponding operation for the IFFT process is

5(1) = uofty (r)cos(2 f.1) — uafty (£)sin( 27 £1).

(3.8)

The frequency responses of each part of (3.8) are shown in Figure 3.EQared
3.11 respectively. The time and frequency responses for the coriglest, s(t),
are shown in Figure 3.12 and in Figure 3.13. We can observe the ddmgeot the
aforementioned PAR in the time response of Figure 3.12.

Finally, the time response using a direaukition of (3.4) is shown in
Figure 3.14, and the frequency responses of the direct simulation arfédFZN-I
iImplementation are shown in Figure 3.15. The direct simulation requre
considerable time (about 10 minutes in a Sun Ultra 5,333 MHz); theredor
practical application must use the IFFT/FFT approach. A directparison of
Figure 3.12 and Figure 3.14 shows differences in time alignmenarapttude,
and a study of the frequency responses shown in Figure 3.15 reveals amplitud
variations but closely related spectra. We could not expect amcalesignal since
we obtain different results from a 1,705-IFFT vs. a 4,096-IFFhguie same

input data.
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(3.4) vs. IFFT Welch PSD Estimate

— (2.1.4)
— IFFT

=80

=80

Power Spectral Density (dB/Hz)

-100

-110

-120

0 2 4 G & 10 12 14 16 18
Frequency (Hz) . 107
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CHAPTER 4
OFDM RECEPTION

As we mentioned before, the design of an OFDM receiver is ogenthere are
only transmission standards. With an open receiver design, mdst oétearch
and innovations are done in the receiver. For example, the frequemsiyisty

drawback is mainly a transmission channel prediction issue, someithat is
done at the receiver; therefore, we shall only present a te®ver structure in
this report. A basic receiver that just follows the inveo$ethe transmission

process is shown in Figure 4.1.

S 1 ' e
(F) &) H) ™ ©
. N\ 4,096 4-QAM
t | — — ! ———-— ———-—
() —=J _ , FFT [ Slicer
I r_tilde fo=2fc LPF r_info Fs=2/T to=td r_data info_h a_hat
[

Figure 4.1 OFDM reception simulations

OFDM is very sensitive to timing and frequency offsets [2lertin this deal
simulation environment, we have to consider the delay produced Wiytéhag
operation. For our simulation, the delay produced by the reconstruction and
demodulation filters is about td=64/Rs. This delay is enough to imgesle
reception, and it is the cause of the slight differences wesea between the
transmitted and received signals (Figure 3.3 vs. Figure 4éx&mple). With the
delay taken care of, the rest of the reception processighgtorward. As in the
transmission case, we specified the names of the simulatroables and the
output processes in the reception description of Figure 4.1. Thesre$utis

simulation are shown in Figures 4.2 to 4.9.
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APPENDI X

OFDM Transmission

%DVB-T 2K Transmission

%The available bandwidth is 8 MHz

%2K is intended for mobile services

clear all;

close all;

%DVB-T Parameters

Tu=224e-6; %useful OFDM symbol period
T=Tu/2048; %baseband elementary period
G=0; %choice of 1/4, 1/8, 1/16, and 1/32
delta=G*Tu; %guard band duration
Ts=delta+Tu; %total OFDM symbol period
Kmax=1705; %number of subcarriers
Kmin=0;

FS=4096; %IFFT/FFT length

g=10; %carrier period to elementary period ratio
fc=q*1/T; %carrier frequency

Rs=4*fc; %simulation period

t=0:1/Rs:Tu;

%Data generator (A)

M=Kmax+1;

rand('state’,0);
a=-1+2*round(rand(M,1)).'+i*(-1+2*round(rand(M,1))).";
A=length(a);

info=zeros(FS,1);

info(1:(A/2)) = [ a(1:(A/2))."]; %Zero padding
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info((FS-((A/2)-1)):FS) =[ a(((A/2)+1):A).";
%Subcarriers generation (B)
carriers=FS.*ifft(info,FS);
tt=0:T/2:Tu;

figure(1);

subplot(211);
stem(tt(1:20),real(carriers(1:20)));
subplot(212);
stem(tt(1:20),imag(carriers(1:20)));
figure(2);

f=(2IT)*(L:(FS))/(FS);

subplot(211);
plot(f,abs(fft(carriers,FS))/FS);
subplot(212);
pwelch(carriers,[],[].[],2/T);

% D/A simulation

L = length(carriers);

chips = [ carriers.";zeros((2*q)-1,L)];
p=1/Rs:1/Rs:T/2;
g=ones(length(p),1); %pulse shape
figure(3);

stem(p,9);
dummy=conv(g,chips(:));
u=[dummy/(1:length(t))]; % (C)
figure(4);

subplot(211);
plot(t(1:400),real(u(1:400)));
subplot(212);
plot(t(1:400),imag(u(1:400)));
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figure(5);

ff=(Rs)*(1:(q*FS))/(a*FS);

subplot(211);

plot(ff,abs(fft(u,g*FS))/FS);

subplot(212);

pwelch(u,[],[.[I.Rs);

[b,a] = butter(13,1/20); %reconstruction filter
[H,F] = FREQZ(b,a,FS,Rs);

figure(6);

plot(F,20*log10(abs(H)));

uoft = filter(b,a,u); %baseband signal (D)
figure(7);

subplot(211);
plot(t(80:480),real(uoft(80:480)));
subplot(212);
plot(t(80:480),imag(uoft(80:480)));
figure(8);

subplot(211);
plot(ff,abs(fft(uoft,g*FS))/FS);
subplot(212);

pwelch(uoft,[],[].[],RS);

%Upconverter
s_tilde=(uoft.").*exp(Lli*2*pi*fc*t);
s=real(s_tilde); %passband signal (E)
figure(9);

plot(t(80:480),s(80:480));

figure(10);

subplot(211);
%plot(ff,abs(fft(((real(uoft).").*cos(2*pi*fc*t)),q*FS))/FS);
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%plot(ff,abs(fft(((imag(uoft).").*sin(2*pi*fc*t)),q*FS))/FS);
plot(ff,abs(fft(s,q*FS))/FS);

subplot(212);
%pwelch(((real(uoft).").*cos(2*pi*fc*t)),[],[].[],RS);
%pwelch(((imag(uoft).").*sin(2*pi*fc*t)),[].[].[].RS);
pwelch(s,[L.[I.[.Rs);

OFDM Reception

%DVB-T 2K Reception

clear all;

close all;

Tu=224e-6; %useful OFDM symbol period
T=Tu/2048; %baseband elementary period
G=0; %choice of 1/4, 1/8, 1/16, and 1/32
delta=G*Tu; %guard band duration
Ts=delta+Tu; %total OFDM symbol period
Kmax=1705; %number of subcarriers
Kmin=0;

FS=4096; %IFFT/FFT length

g=10; %carrier period to elementary period ratio
fc=q*1/T; %carrier frequency

Rs=4*fc; %simulation period

t=0:1/Rs:Tu;

tt=0:T/2:Tu;

%Data generator

SM = 2;

[X,y] = meshgrid((-sM+1):2:(sM-1),(-sM+1):2:(sM-1));
alphabet = x(:) + 1i*y(2);

N=Kmax+1;
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rand('state’,0);
a=-1+2*round(rand(N,1))."+i*(-1+2*round(rand(N,1))).";
A=length(a);

info=zeros(FS,1);

info(1:(A/2)) = [ a(1:(A/2)).1;
info((FS-((A/2)-1)):FS) =[ a(((A/2)+1):A).;
carriers=FS.*ifft(info,FS);

%Upconverter

L = length(carriers);

chips = [ carriers.";zeros((2*q)-1,L)];
p=1/Rs:1/Rs:T/2;

g=ones(length(p),1);
dummy=conv(g,chips(:));

u=[dummy; zeros(46,1)];

[b,aa] = butter(13,1/20);

uoft = filter(b,aa,u);

delay=64; %Reconstruction filter delay
s_tilde=(uoft(delay+(1:length(t))).").*exp(li*2*pi*fc*t);
s=real(s_tilde);

%OFDM RECEPTION

%Downconversion
r_tilde=exp(-1i*2*pi*fc*t).*s; %(F)
figure(1);

subplot(211);

plot(t,real(r_tilde));

axis([Oe-7 12e-7 -60 60]);

grid on;

figure(1);

subplot(212);
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plot(t,imag(r_tilde));

axis([Oe-7 12e-7 -100 150));
grid on;

figure(2);
ff=(Rs)*(1:(a*FS))/(a*FS);
subplot(211);
plot(ff,abs(fft(r_tilde,gq*FS))/FS);
grid on;

figure(2);

subplot(212);
pwelch(r_tilde,[],[].[],RS);
%Carrier suppression

[B,AA] = butter(3,1/2);
r_info=2*filter(B,AA,r_tilde); %Baseband signal continuous-time (G)
figure(3);

subplot(211);
plot(t,real(r_info));

axis([0 12e-7 -60 60]);

grid on;

figure(3);

subplot(212);
plot(t,imag(r_info));

axis([0 12e-7 -100 150));

grid on;

figure(4);

f=(2IT)*(1:(FS))/(FS);
subplot(211);
plot(ff,abs(fft(r_info,g*FS))/FS);

grid on;
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subplot(212);

pwelch(r_info,[],[],[],RS);

%Sampling

r_data=real(r_info(1:(2*q):length(t)))... %Baseband signal, distiree
+1i*imag(r_info(1:(2*q):length(t))); % (H)

figure(5);

subplot(211);

stem(tt(1:20),(real(r_data(1:20))));

axis([0 12e-7 -60 60]);

grid on;

figure(5);

subplot(212);

stem(tt(1:20),(imag(r_data(1:20))));

axis([0 12e-7 -100 150));

grid on;

figure(6);

f=(2IT)*(L:(FS))/(FS);

subplot(211);

plot(f,abs(fft(r_data,FS))/FS);

grid on;

subplot(212);

pwelch(r_data,[],[].[],2/T);

%FFT

info_2N=(1/FS).*fft(r_data,FS); % (I)
info_h=[info_2N(1:A/2) info_2N((FS-((A/2)-1)):FS)];
%Slicing

for k=1:N,
a_hat(k)=alphabet((info_h(k)-alphabet)==min(info_h(k)-alphabet)); %
)
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end,

figure(7)
plot(info_h((1:A)),".k");
title('info-h Received Constellation’)
axis square;

axis equal;

figure(8)
plot(a_hat((1:A)),'or");
title('a_hat 4-QAM")
axis square;

axis equal;

grid on;

axis([-1.5 1.5 -1.5 1.5]);

Eq. (3.4) vs. IFFT

%DVB-T 2K signal generation Eq. (2.1.4) vs. 2N-IFFT
clear all;

close all;

Tu=224e-6; %useful OFDM symbol period
T=Tu/2048; %baseband elementary period
G=0; %choice of 1/4, 1/8, 1/16, and 1/32
delta=G*Tu; %guard band duration
Ts=delta+Tu; %total OFDM symbol period
Kmax=1705; %number of subcarriers

Kmin=0;

FS=4096; %IFFT/FFT length

g=10; %carrier period to elementary period ratio
fc=q*1/T; %carrier frequency

Rs=4*fc; %simulation period
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a=-1+2*round(rand(M,1)).'+i*(-1+2*round(rand(M,1))).";
A=length(a);

info =[a.;

tt=0:1/Rs:Ts;

TT=length(tt);

k=Kmin:Kmax;

for t=0:(TT-1); % Eq. (2.1.4)
phi=a(k+1).*exp((1j*2*(((t*(1/Rs))-delta))*pi/Tu).*((k-(Kmax-
Kmin)/2)));
s(t+1)=real(exp(1j*2*pi*fc*(t*(1/Rs))).*sum(phi));
end

infof=zeros(FS,1);

infof(1:(A/2)) = [ a(1:(A/2)).";
infof((FS-((A/2)-1)):FS) =[ a(((A/2)+1):A).";
carriers=FS.*ifft(infof,FS); % IFFT
%Upconverter

L = length(carriers);

chips = [ carriers.";zeros((2*q)-1,L)];
p=1/Rs:1/Rs:T/2;

g=ones(length(p),1);

dummy=conv(g,chips(:));

u=[dummy(1:TT)];

[b,a] = butter(13,1/20);

uoft = filter(b,a,u);
s_tilde=(uoft.").*exp(Lli*2*pi*fc*tt);
sf=real(s_tilde);

figure(1);

plot(tt,s,'b',tt,sf,'q’);

figure(2);
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pwelch(s,[L.[I.[.Rs);
hold on;
pwelch(sf,[],[.[I.Rs);
hold off;
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ABBREVATIONS

APP:
AWGN:
BCJR:
BER:
BPS:
BPSK:
CIR:
CP:
DFT:
FFT:

A Posteriori Probabilities
Additive White Gaussian Noise
Bahl, Cocke, Jelinek and Raviv,
Bit Error Rate

Bit Per Symbol

Binary Phase Shift Keying
Channel Impulse Response
Cyclic Prefix

Discrete Fourier Transform

Fast Fourier Transform

FDM: Frequency Division Multiplexing

FER:
FSM:

Frame Error Rate

Finite Sequence Machine

IDFT:Inverse Discrete Fourier Transform

|FFT: Inverse Fast Fourier Transform

IClI:
ISI:
LLR:
LOS:

Inter Carrier Interference
Inter Symbol Interference
Loglikelyhood Ratios
Line Of Sight

MAP: Maximum a Posterior Algorithm

ML SE:
MPSK:
MQM:
OFDM:
PAPR:
PDF:

Maximum Likelihood Sequence Estimatiuon
Multiple Phase Shift Keying

Multiple Quadrature Amplitude Modulation
Orthogonal frequency Division Multiplexing
Peak to Average Power Ratio

Probability Density Function
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PDP:
PSK
PTS
QAM:
QPSK:
PSAM:
PSK
SLM:
SNR:

Power Delay Profile

Phase Shift Keying

Partial Transmit Sequences
Quadrature Amplitude Multiplexing
Quadrature Phase shift keying
Pilot Symbol Aided Modulation
Phase Shift Keying

Selective Mapping

Signal to noise ration

SISO: Soft Input, Soft Output

SOVA:
TR:
WLAN:
ZF:

16-QAM:
64-QAM:

Soft Output Viterbi Algorithm

Tone Reservation

Wireless Local Area Network

Zero Forcing

16 —state Quadrature Amplitude Modulation

64 —state Quadrature Amplitude Modulation
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