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                                            Abstract

Security of information in Armed Forces attains the Prime importance in case of Surveillance Image Data Transfer. Therefore, while transmitting vital information there is no compromise in terms of cost. However,   the    communication Networks   in field locations has at times added constrains of Data  Bandwidth. For the  same,  there   exists   an  urgent

requirement to develop methods and means to provide mix of various techniques to answer some or all of  the following challenges. They include compression of image, reliable security from brute forces as well as fast and efficient means of communication. The encryption method based on position confusion and pixel substitution change compression ratio greatly. However, JPEG Compression and Encryption Technique employing DCT provides the answer. In addition, JPEG 2000 scheme is also being Explored.
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Chapter 1

Introduction

In Armed forces all war planning is done on the basis of various images and maps acquired by various intelligence means. The security of such data is of vital importance. At the same time , for the execution of plan and also for the shake of Tactical planning use of secret means becomes prime concern. Although Indian Armed forces provide an good  backbone of communication data network even to forward bases. Hence, there is no scarcity of bandwidth to well established bases. But security of  the  Top Secret data from the brutual forces is still a major concern. Since, the present state of infrastructure needs to be made more reliable.  
1.1  Motivation                                     

 Defence Communication  network is a hetrogeneous mix of wired and wireless Communication. Apart from security of data, bandwidth limitation also becomes a major issue in wireless network. However, the speed  of transmission as well as simplicity in entire process also becomes a matter of concern. Since, the operators involved in the process of transmission and reception are cryptologists and have very little understanding of technical matter.

1.2  Problem Definition 
In view of all such considerations  there is a requirement of developing various compression and encryption techniques for surveillance images to meet the large variance of needs of the service. But the need to develop it for survillence images becomes more pronounced in  context of Indian Air Force. For the same, the various ways and means are being explored to develop an algorithm as well as software in this regard.

             The various means were explored and it was concluded that JPEG and JPEG 2000 compression and encryption methods can provide reliable solution. 

1.3   Outline of report

The Project thesis is organized in the following way:

Chapter one gives Introduction, Motivation and  Problem Defination, Chapter two gives brief on Encryption and Compression, Chapter three deals with methodology employed for  the project, Chapter four gives results of experimentation and analysis of results, finally appendix includes some of the important matlab  software codes. 

Chapter 2 


Brief on Compression and Encryption

In this chapter basic understanding of Cryptography which is required for reliable and fail proof encryption techniques as well as basics of Compression are explained.

2.1 Cryptography
 Cryptography (or cryptology; derived from Greek "hidden," and the verb  "write" or  "to speak") is the practice and study of hiding information. In modern times, cryptography is considered to be a branch of both mathematics and computer science, and is affiliated closely with information theory, computer security, and engineering. Cryptography is used in applications present in technologically advanced societies;  examples include  the security of ATM cards, computer passwords, and electronic commerce, which all depend on cryptograpy.
           Until modern times, cryptography referred almost exclusively to encryption, the process of converting ordinary information (plaintext) into unintelligible gibberish (ie, ciphertext).Decryption is the reverse, moving from unintelligible cipher text to plaintext. A cipher (or cypher) is a pair of algorithms which perform this encryption and the reversing decryption. The detailed operation of a cipher is controlled both by the algorithm and, in each instance, by a key. This is a secret parameter (ideally, known only to the communicants) for a specific message exchange context. Keys are important, as ciphers without variable keys are trivially breakable and therefore less than useful for most purposes. Historically, ciphers were often used directly for encryption or decryption, without additional procedures such as authentication or integrity checks.

            In colloquial use, the term "code" is often used to mean any method of encryption or concealment of meaning. However, in cryptography, code has a more specific meaning; it means the replacement of a unit of plaintext with a codeword .              

         Symmetric-key cryptography refers to encryption methods in which both the sender and receiver share the same key (or, less commonly, in which their keys are different, but related in an easily computable way). This was the only kind of encryption publicly known until 1976.The modern study of symmetric-key ciphers relates mainly to the study of block ciphers and stream ciphers and to their applications. A block cipher is, in a sense, a modern embodiment of Alberti's polyalphabetic cipher: block ciphers take as input a block of plaintext and a key, and output a block of ciphertext of the same size. Since messages are almost always longer than a single block, some method of knitting together successive blocks is required. Several have been developed, some with better security in one aspect or another than others. They are the mode of operations and must be carefully considered when using a block cipher in a cryptosystem. The Data Encryption Standard (DES) and the Advanced Encryption Standard (AES) are block cipher designs  have been designated as crypto  standards . Despite its deprecation as an official standard, DES (especially its still-approved and much more secure triple-DES variant) remains quite popular; it is used across a wide range of applications, Initially image encryption was carried out using these cypher techniques by the aid of pixel permutation and substitution. 

           The project also employs use of symmetric key for encryption.The real challenge lies in protectecting encrypted image from cryptoanalysis.  The goal of cryptanalysis is to find some weakness or insecurity in a cryptographic scheme, thus permitting its subversion or evasion. Cryptanalysis might be undertaken by a malicious attacker, attempting to subvert a system, or by the system's designer (or others) attempting to evaluate whether a system has vulnerabilities, and so it is not inherently a hostile act. In modern practice, however, cryptographic algorithms and protocols must be carefully examined and tested to offer any assurance of the system's security (at least, under clear and hopefully reasonable assumptions. The one  time pad cipher can be resistent to brute force attack(rigorous efforts made to break the code) if  key material used is truly random. 

2.2  JPEG Compression

The encoding process consists of several steps:

(a) The representation of the colors in the image is converted from RGB to YCbCr, consisting of one luma component (Y), representing brightness, and two chroma components, representing color. This step is sometimes skipped. 

(b)  The resolution of the chroma data is reduced, usually by a factor 2. This reflects the fact that the eye is less sensitive to fine color details than to fine brightness details. 

(c ) The image is split into blocks of 8×8 pixels, and for each block, each of the Y, Cb, and Cr data undergoes a discrete cosine transform (DCT). A DCT is similar to a Fourier transform in the sense that it produces a kind of spatial frequency spectrum. 

(d)  The amplitudes of the frequency components are quantized Human vision is much more sensitive to small variations in color or brightness over large areas than the strength of a high-frequency brightness variations. Therefore, the magnitude of the high-frequency components are stored with a lower accuracy than the low-frequency components. The quality setting of the encoder (for example 50% or 95%) affects to what extent the resolution of each frequency component is reduced. At a low quality setting, the high-frequency components are discarded altogether. 

(e) The resulting data for all 8×8 blocks is further compressed with a loss-less algorithm, a variant of Huffman encoding. 

(f) The decoding process reverses these steps. In the remainder of this section, the encoding and decoding processes .

2.3 Processing of DCT based coding

Figures 1 and 2 show the key processing steps which are the heart of the DCT-based modes of operation. These figures illustrate the special case of single component image compression. Colour image compression can then be approximately regarded as compression of multiple grayscale images, which are either compressed entirely one at a time, or are compressed by alternately interleaving 8x8 sample blocks from each  in  turn.  Each  8x8  block  is input makes its way through each processing step, and yields output in compressed form into the data stream.

       At the input to the encoder, source image samples are grouped into 8x8 blocks, shifted from unsigned integers with range [0, 2P - 1] to signed integers with range [-2P-1, 2P-1-1], and input to the Forward DCT (FDCT). At the output from the decoder, the Inverse DCT (IDCT) outputs 8x8 sample blocks to form the reconstructed image. The following equations are the idealized mathematical definitions of the 8x8 FDCT and 8x8 IDCT:


[image: image3]
The DCT is related to the Discrete Fourier Transform (DFT). Some simple intuition for DCT-based compression can be obtained by viewing the FDCT as a harmonic analyzer and the IDCT as a harmonic synthesizer. Each 8x8 block of source image samples is effectively a 64-point discrete signal which is a function of the two spatial dimensions x and y. The FDCT takes such a signal as its input and decomposes it into 64 orthogonal basis signals. Each contains one of the 64 unique two-dimensional (2D) “spatial frequencies’’ which comprise the input signal’s “spectrum.” The ouput of the FDCT is the set of 64 basis-signal amplitudes or “DCT coefficients” whose values are uniquely determined by the particular 64-point input signal. The DCT coefficient values can thus be regarded as the relative amount of the 2D spatial frequencies contained in the 64-point input signal. The coefficient with zero frequency in both dimensions is called the “DC coefficient” and the remaining 63 coefficients are called the “AC coefficients.’’ Because sample values typically vary slowly from point to point across an image, the FDCT processing step lays the foundation for achieving data compression by concentrating most of the signal in the lower spatial frequencies. For a typical 8x8 sample block from a typical source image, most of the spatial frequencies have zero or near-zero  amplitude  and  need  not  be encoded. At the decoder  the IDCT  than reverses this processing step. It takes the 64 DCT coefficients (which at that point have been quantized) and reconstructs a 64-point ouput image signal by summing the basis signals. Mathematically, the DCT is one-to-one mapping for 64-point vectors between the image and the frequency domains. If the FDCT and IDCT could be computed with perfect accuracy and if the DCT coefficients were not quantized as in the following description, the original 64-point signal could be exactly recovered. In principle, the DCT introduces no loss to the source image samples; it merely transforms them to a domain in which they can be more efficiently encoded.

[image: image4.emf]
2.4  Quantization

After output from the FDCT, each of the 64 DCT coefficients is uniformly quantized in conjunction with a 64-element Quantization Table, which must be specified by the application (or user) as an input to the encoder. Each element can be any integer value from 1 to 255, which specifies the step size of the quantizer for its corresponding DCT coefficient. The purpose of quantization is to achieve further compression by representing DCT coefficients with no greater precision than is necessary to achieve the desired image quality. Stated another way, the goal of this processing step is to discard information which is not visually significant. Quantization is a many-to-one mapping, and therefore is fundamentally lossy. It is the principal source of lossiness in DCT-based encoders. Quantization is defined as division of each DCT coefficient by its corresponding quantizer step size, followed by rounding to the nearest integer:

             
[image: image5] 


2.5.  DC Coding and Zig Zag Sequence

After quantization, the DC coefficient is treated separately from the 63 AC coefficients. The DC coefficient is a measure of the average value of the 64 image samples. Because there is usually strong correlation between the DC coefficients of adjacent 8x8 blocks, the quantized DC coefficient is encoded as the difference from the DC term of the previous block in the encoding order  as shown in Figure below. This special treatment is worthwhile, as DC coefficients frequently contain a significant fraction of the total image energy. Finally, all of the quantized coefficients are ordered into the “zig-zag” sequence, also shown in Figure . This ordering helps to facilitate entropy coding by placing low-frequency coefficients (which are more likely to be nonzero) before high frequency coefficients.


[image: image6]
 2.6.  Entropy Coding
The final DCT-based encoder processing step is entropy coding. This step achieves additional compression losslessly by encoding the quantized DCT coefficients more compactly based on their statistical characteristics. The JPEG proposal specifies two entropy coding methods - Huffman coding  and Arithmetic coding. The Baseline sequential codec uses Huffman coding, but codecs with both methods are specified for all modes of operation. It is useful to consider entropy coding as a 2-step process. The first step converts the zig-zag sequence of quantized coefficients into an intermediate sequence of symbols. The second step converts the symbols to a data stream in which the symbols no longer have externally identifiable boundaries. The form and definition of the intermediate symbols is dependent on both the DCT-based mode of operation and the entropy coding method. Huffman coding requires that one or more sets of Huffman code tables be specified by the application. The same tables used to compress an image are needed to decompress it. Huffman tables may be predefined and used within an application as defaults, or computed specifically for a given image in an initial statistics-gathering pass prior to compression. JPEG; the JPEG proposal specifies no required Huffman tables. 

2.7    Introduction to JPEG image encryption

JPEG image compression method has been widely used, and the requirement of JPEG image encryption combining with compression is urgent. According to JPEG  encoding process, JPEG image encryption may be realized by encrypting quantization tables, Huffman tables or DCT coefficients. However, for quantization tables or Huffman tables are produced by various experiments and tests, they are known to all users, which makes it fragile to attackers. What’s more, it is not secure against known-plaintext attackers, for the quantization tables or Huffman tables may be recovered by comparing cipher texts and plaintexts. The algorithm encrypting DCT coefficients with traditional cryptography causes great changes in compression ratio, for the process changes the statistic property of DCT coefficients greatly. What’s more, the compression ratio conversion process cannot be realized directly before decrypting cipher texts, which limits its applications. Considering that compression ratio conversion in JPEG is realized by adjusting quantization steps, the encryption process should not change the ranges of DCT coefficients in order to support direct bit-rate control. In this paper, we propose a JPEG image encryption algorithm that permutes DCT blocks by pseudo random SFCs (Space Filling Curves) in luminance and chrominance planes, confuses DCT coefficients according to different segments in each DCT block and encrypts the signs of DCT coefficients by a chaotic stream cipher. The algorithm is of high-security and low-cost. What’s more, it affects compression ratio slightly and keeps data format unchanged, which makes it suitable for direct bit rate control.

Chapter 3

The Proposed Scheme
The proposed encryption process is Combination of encryption and compression as shown in the figure 3. Here the encrytption process is combined  of three steps: SFC confusion, DCT coefficient Quantization and Entropy Encoding.  


[image: image7]
Figure 3.  The Proposed encryption

3.1   SFC Confusion
In this step,  first the colour image is converted into gray   image   and pixel values   are    confused. Here ,  the  confusion   method   based on pseudo-random   Space  Filling  Curve (SFC)   is  used  in   order   to   reduce   the
 changes of compression ratio and avoid the block border effects. This is because that, DC coefficients are encoded referencing to the previous adjacent ones in JPEG, and pseudo-random SFC method can keep the correlation between blocks in some extent. The space filling curve is shown in Figure 4 below. Where, if the original image is of W*H-sized, then the block map of each color plane is of size W/8* H/8 (luminance plane) and W/16*H/16 (chrominance planes).

[image: image8.png]



Figure 4.  Space Filling Curve used

3.2      DCT Coefficient Quantization

DCT concentrates energy on lower frequency, which is used to realize data compression. At the same time, Quantizing the coefficient reduces the amount of information in higher frequency and provides the better compression. Here space filling curve is used to create the confusion. Since, it affects the compression ratio alternate means are being explored.

3.3  Entropy Encoding (RLE and Huffman Encoding)
DCT coefficients’ are encoded using the Run length encoding and Huffman encoding .Run length Encoding is done for continuous run of zero magnitudes, while for others Huffman encoding is used. Further the Sign Encryption of DCT coefficient may be introduced to further improve the security. 

Chapter 4

4.1    Security Analysis
At first, the cryptosystem has a large brute-force space, which is composed of three parts: color plane confusion space, sign encryption space and DCT coefficient confusion space. For an image with N pixels, the brute-force space of pseudo-random SFC is [image: image9.emf], has been proposed in. So, for a W*H sized color image. Considering that attacks are often realized by repeating repeating encoding and decoding operations, the brute-force space is so large that the brute-force process is difficult to succeed.

4.2   Results of experiment 

(a) Encryption was carried out using space filling curve on gray scale image and results of the same along with original image is enclosed . The operation produced encrypted image even when the operation was carried out at the proximity of 8*8 blocks in order to avoid  problems encountered during compression. 
[image: image10.emf]ORIGINAL COLOUR IMAGE

                                          

[image: image11.emf]ORIGINAL GRAY IMAGE


[image: image12.emf]ENCRYPTED IMAGE (8X8 PIXEL ROTATION)


(b) Encryption was also carried out on coloured image by separating it initially into luminance and chrominance plane and applying 8*8 and  16*16 Space filling curve to luminance and chrominance plane on it pixels and observing the resultant output after combining the three planes. It too produced the encrypted image. Results are included

[image: image13.emf]ORIGINAL COLOUR IMAGE

                              

[image: image14.emf]ENCRYPTED COLOUR IMAGE

                                       

(c) Space filling curve was also applied to DCT of encrypted image produced by applying the same on pixels and results are enclosed. The encrypted image is of better quality was obtained.

[image: image15.emf]AFTER APPLYING DCT (DCT COEFFICIENTS)


     [image: image16.emf]QUANTIZED DCT COEFFICIENTS


[image: image17.emf]RECONSTRUCTED DCT COEFFICIENTS


[image: image18.emf]RECONSTRUCTED ENCRYPTED IMAGE


[image: image19.emf]RECONSTRUCTED DECRYPTED IMAGE


(d) Matlab programs were written to decrypt the encrypted images and true original pictures were obtained. Some of the important matlab functions are being enclosed in Appendix.

4.3   Conclusion and Future Work

 It was found that although the encryption technique was successful but it could not provide very good compression technique when Space filling curve was employed on DCT coefficient confusion method. The results of applying DCT confusion the compression achieved in Run Length coding is stated and compared with that of  original image.

	Size of 

Image
	Run  Length  Code

	256*256

(65536)
	Without Encyption
	With   encryption

	
	23770
	37509


However, Alternate means of encryting  DCT coefficients apart from space filling curve is explored. It appears that employing Wavelet Transform for encryption technique will give best compression results. However, Robust means of  encryption employing wavelet transform is being explored to atleast match the capabilities of  Space filling curve in providing Secrecy. 
The following further proposed Encryption process will yield better security for Surveillance Image Transfer.
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5. APPENDIX

(a) MAIN FUNCTION
im1=imresize(imread('p.jpg'),[256 256]);
im=im2double(RGB2GRAY((im1)));
imz=zeros(size(im));
%for ycb=1:3
% JPEG encoding.
Q=[16 11 10 16 24 40 51 61
    24 35 55 64 81 104 113 92
    49 64 78 87 103 121 120 101
    72 92 95 98 112 100 103 99];
ime=[];
prev_dc=0;
for i=1:8:256
    for j=1:8:256
        %Computing DCT.
        A=round(dct2( 
        %Quantizing the coefficients.
        A=round(A./Q);        
        imq(i:i+7,j:j+7)=A;
        %Encoding each block.
        e=jencoder(A,prev_dc);
        ime=[ime,e];
        prev_dc=A(1,1);
    end
end
%Jpeg decoding.
imr(:,:)=jdecoder(ime);
for i=1:8:256
    for j=1:8:256
        %Inverse DCT.
        A=round(
    end
end
%Dencrypt reconstructed image.
for i=1:size(imj,1)/16
    for j=1:size(imj,2)/16
        p=depic(
        for k=1:16
            for l=1:16
                imo(end
        end
    end
end
%end
figure(1),imshow(im);
title('ORIGINAL GRAY IMAGE');
figure(2),imshow(imz/256);
title('ENCRYPTED IMAGE (8X8 PIXEL ROTATION)');
figure(3),imshow(imd);
title('AFTER APPLYING DCT (DCT COEFFICIENTS)');
figure(4),imshow(imq);
title('QUANTIZED DCT COEFFICIENTS');
figure(5),imshow(imr);
title('RECONSTRUCTED DCT COEFFICIENTS');
figure(6),imshow(imj);
title('RECONSTRUCTED ENCRYPTED IMAGE');
figure(7),imshow(imo);
title('RECONSTRUCTED DECRYPTED IMAGE');
figure(8),imshow(im1);
title('ORIGINAL COLOUR IMAGE');
for j=1:6

     d(5,v)=q(i,j);

     v=v+1;

 end

 i=7;

 d(5,v)=q(i,j);

 % For row 6

 v=1;

 for j=5:-1:2

     d(6,v)=q(7,j);

     v=v+1;

 end

 for j=2:5

     d(6,v)=q(6,j);

     v=v+1;

 end

 % Row 7

 v=1;

 for i=6:-1:3

     d(7,v)=q(i,6);

     v=v+1;

 end

 for j=5:-1:2

     d(7,v)=q(3,j);

     v=v+1;

 end

 %Row 8

 d(8,1)=q(4,2);

 d(8,2)=q(5,2);

 d(8,3)=q(5,3);

 v=4;

 for j=3:5

     d(8,v)=q(4,j);

     v=v+1;

 end

 d(8,7)=q(5,5);

(c) Function to implement SFC in 16*16 Block

(a) Main Function

function c=proc()

global im;

y=1;

for i=1:256

for j=1:256

for i=2:16

c=arrange(y,z,i,j,c);

z=z+1;

end

j=j-1;

c=arrange(y,z,i,j,c);

%row 3

y=3;

j=15;

z=1;

for i=15:-1:2

c=arrange(y,z,i,j,c);

z=z+1;

end

i=2;

for j=14:-1:13

c=arrange(y,z,i,j,c);

z=z+1;

end

% row 4

y=4;

i=2;

z=1;

for j=12:-1:1

c=arrange(y,z,i,j,c);

z=z+1;

end

j=1;

end

for j=2:7

c=arrange(y,z,i,j,c);

z=z+1;

end

%row 6

y=6;

z=1;

i=16;

for j=8:14

c=arrange(y,z,i,j,c);

z=z+1;

end

i=15;

for j=14:-1:6

c=arrange(y,z,i,j,c);

z=z+1;

end

% row 7

y=7;

end

% row 8

y=8;

z=1;

% row 9

y=9;

z=1;

i=3;

for j=9:-1:2

c=

c=arrange(y,z,i,j,c);

z=z+1;

end

for j=4:7

c=arrange(y,z,i,j,c);

z=z+1;

end

c=arrange(y,z,i,j,c);

z=z+1;

end

c=arrange(y,z,i,j,c);

z=z+1;

end

%row 13

y=13;

z=1;

);

z=z+1;

end

%row14

y=14;

z=1;

j=5;

c=arrange(y,z,i,j,c);

z=z+1;

end

j=6;

c=arrange(y,z,i,j,c);

z=z+1;

end

for j=6:10

c=arrange(y,z,i,j,c);

z=z+1;

i=8;

c=arrange(y,z,i,j,c);

z=z+1;

end

i=9;

for j=7:12

c=arrange(y,z,i,j,c);

z=z+1;

end

c=arrange(y,z,i,j,c);

z=z+1;

end

%row 16

y=16;

z=1;                                                           
i=12;

for j=12:-1:7

c=arrange(y,z,i,j,c);

z=z+1;

end

for n=u:v

    for p=w:x

        d(q,s)=im(n,p);

         s=s+1;

    end

    q=q+1;

    s=t-15;

end

z=1;

i=12;

for j=12:-1:7

c=arrange(y,z,i,j,c);

z=z+1;

end

for n=u:v

    for p=w:x

        d(q,s)=im(n,p);

         s=s+1;

    end

    q=q+1;

    s=t-15;

end

(d) Function to Replace elements of 16*16 SFCduring Decryption

(a) main function

function cc=revproc()

global rim;

% row 4

i=4;

for j=1:12

u=2;

v=v-1;

cc=revarrange(i,j,u,v,cc);

end

for j=13:16

u=u+1;

cc=revarrange(i,j,u,v,cc);

end

%row 5

i=5;

v=16;

for j=1:15

cc=revarrange(i,j,u,v,cc);

end

for j=13:16

u=u+1;

cc=revarrange(i,j,u,v,cc);

end

%row 5

i=5;

v=1;

u=6;

for j=1:10

u=u+1;

i=3;

u=16;

v=15;

for j=1:14

u=u-1;

cc=revarrange(i,j,u,v,cc);

end

j=j+1;

u=2;

v=14;

cc=revarrange(i,j,u,v,cc);

j=16;

v=13;

cc=revarrange(i,j,u,v,cc);

% row 4

i=4;

for j=1:12

u=2;

v=v-1;

cc=

u=u+1;

cc=revarrange(i,j,u,v,cc);

end

v=14;

u=15;

for j=1:12

u=u-1;

cc=revarrange(i,j,u,v,cc);

end

u=3;

v=14;

u=16;

v=7;

i=6;

for j=1:7

v=v+1;

cc=revarrange(i,j,u,v,cc);

end

u=15;

v=14;

for j=8:16

cc=

%For row 7

i=7;

u=15;

v=5;

for j=1:4

cc=revarrange(i,j,u,v,cc);

v=v-1;

end

u=14;

for j=5:16

v=v+1;

cc=revarrange(i,j,u,v,cc);

end

%for row 8

i=8;

v=14;

);

end

u=14;

for j=5:16

v=v+1;

cc=revarrange(i,j,u,v,cc);

end

%for row 8

i=8;

v=v-1;

cc=revarrange(i,j,u,v,cc);

end

%for row 9

i=9;

u=3;

v=10;

for j=1:8

v=v-1;

cc=

end

%For row 10

i=1;

u=11;

v=2;

for j=1:2

u=u+1;

cc
end

v=13;

u=6;

for j=11:16

u=u+1;

cc=revarrange(i,j,u,v,cc);

end

%Row 13

i=13;

u=13;

v=14;

for j=1:10

v=v-1;

cc=revarrange(i,j,u,v,cc);

end

v=4;

u=13;

for j=11:16

u=u-1;

cc=revarrange(i,j,u,v,cc);

end

%Row 14

i=14;

v=5;

for j=1:6

cc
u=u+1;

end

v=6;

for j=7:12

u=u-1;

cc=revarrange(i,j,u,v,cc);

end

u=7;

for j=13:16

v=v+1;

cc=revarrange(i,j,u,v,cc);

end

%Row 15

i=15;

u=7;

v=11;

for j=1:2
v=v+1;

end

u=8;

for j=3:8

v=v-1;

cc=revarrange(i,j,u,v,cc);

end

v=7;

u=9;

for j=9:14

cc=revarrange(i,j,u,v,cc);

v=v+1;

end

v=12;

u=10;

cc=

w=x-15;

r=u*16;

q=r-15;

t=v*16;

s=t-15;

for i=1:256

for j=1:256

dd(i,j)=cc(i,j);

end

end

for n=uu:vv

for p=w:x

dd(n,p)=rim(q,s);

s=s+1;

end

q=q+1;

s=t-15;

end

(b)  IMAGE ENCRYPTION

function c=enpic(imz)
for i=1:16
% row 2
y=2;
j=16;
z=1;
for i=2:16
    c(y,z)=imz(i,j);
       z=z+1;
end
j=j-1;
c(y,z)=imz(i,j);
%row 3
    c(y,z)=imz(i,j);
    z=z+1;
end
%row 6
y=6;
z=1;

    c(y,z)=imz(i,j);
    z=z+1;
end
% row 9
y=9;
z=1;
i=3;
for j=9:-1:2
    c(y,z)=imz(i,j);
    z=z+1;
end
for i=4:11
    c(y,z)=imz(i,j);
    z=z+1;
end
%row 10
y=10;
z=1;
j=2;
for i=12:13
    c(y,z)=imz(i,j);
    z=z+1;
end
j=3;
for i=13:-1:4
    c(y,z)=imz(i,j);
    z=z+1;
end
for j=4:7
    c(y,z)=imz(i,j);
    z=z+1;
end
%row 11
y=11;
z=1;
i=4;
%row 12
y=12;
z=1;
i=6;
for j=4:13
    c(y,z)=imz(i,j);
    z=z+1;
end
for i=7:12
z=1;
j=5;
for i=7:12
    c(y,z)=imz(i,j);
    z=z+1;
end
j=6;
for i=12:-1:7
    c(y,z)=imz(i,j);
    z=z+1;
end
for j=7:10
    c(y,z)=imz(i,j);
    z=z+1;
end
%row 15
y=15;
z=1;
i=7;
for j=11:12
    c(y,z)=imz(i,j);
    z=z+1;
end
i=8;
for j=12:-1:7
    c(y,z)=imz(i,j);
    z=z+1;
end
i=9;
for j=7:12
   c(y,z)=imz(i,j);
    z=z+1;
end
for i=10:11
    c(y,z)=imz(i,j);
    c(y,z)=imz(i,j);
    z=z+1;
end
for i=11:-1:10
    c(y,z)=imz(i,j);
    z=z+1;
(c) DECRIPTION OF IMAGE

function imz=depic(c)
for i=1:16
    for j=1:16
        imz(i,j)=0;
    end
end
y=1;   
i=1;
for j=1:16
    z=j;
    imz(i,j)=c(y,z);
end
%row 6
y=6;
z=1;
i=16;
for j=8:14
    imz(i,j)=c(y,z);
    z=z+1;
end
i=15;
for j=14:-1:6
    imz(i,j)=c(y,z);
    z=z+1;
end
% row 7
y=7;
z=1;
i=15;
for j=5:-1:2
    imz(i,j)=c(y,z);
    z=z+1;
end
i=14;
for j=2:13
    imz(i,j)=c(y,z);
    z=z+1;
end
% row 8
y=8;
z=1;
j=14;
for i=14:-1:3
    imz(i,j)=c(y,z);
    z=z+1;
end
for j=13:-1:10
    imz(i,j)=c(y,z);
    z=z+1;
end
% row 9
y=9;
z=1;
i=3;
for j=9:-1:2
z);
    z=z+1;
end
%row 10
y=10;
z=1;
j=2;
for i=12:13
    imz(i,j)=c(y,z);
    z=z+1;
end
j=5;
for i=7:12
    imz(i,j)=c(y,z);
    z=z+1;
end
j=6;
for i=12:-1:7
    imz(i,j)=c(y,z);
    z=z+1;
end
for j=7:10
    imz(i,j)=c(y,z);
    z=z+1;
end
%row 15
y=15;
z=1;
i=7;
for j=11:12
    imz(i,j)=c(y,z);
    z=z+1;
end
i=8;
for j=12:-1:7
    imz(i,j)=c(y,z);
    z=z+1;
end
i=9;
for j=7:12
   imz(i,j)=c(y,z);
    z=z+1;
end
for i=10:11
    imz(i,j)=c(y,z);
    z=z+1;
end
%row 16
y=16;
z=1;
i=12;
for j=12:-1:7
    imz(i,j)=c(y,z);
    z=z+1;
end
for i=

j=8;
i=10;
imz(i,j)=c(y,z);
z=z+1;
i=11;
for 

end
f) ENTRORY ENCODER (RLE)
%ENCODER
function e=
e=[siz,diffdc];
ord=1;
c1=1;
zeroc=0;
% 
    if ord==1
        order=max(1,l-8):min(l-1,8);
    else
        order=min(l-1,8):-1:max(1,l-8);
    end
    ord=-ord;
    for m=order
        if A(m,l-m)==0
            zeroc=zeroc+1;
            if zeroc==16
                e=[e,15*16];
                zeroc=0;
            end
        else
            [cod,siz]=jcode(A(m,l-m));
            e

(g) ENTROPY (RLE) DECODER

function img=jdecoder(e)
ptr=2;
prev_dc=0;
for i=1:8:256
    for j=1:8:256
        A=zeros(8);
        alin=zeros(1,63);
        A(1,1)=e(ptr)+prev_dc;
        prev_dc=A(1,1);
        ptr=ptr+1;
        cnt=1;
        s=inf;
        r=inf;
        while s~=0 || r~=0
            r=floor(e(ptr)/16);
            s=e(ptr)-16*r;
            ptr=ptr+1;
            cnt=cnt+r;
            if s==0
                alin(cnt)=0;
            else
                                ptr=ptr+1;
            end
            cnt=cnt+1;
        end
        ptr=ptr+1;
        cnt=1;
        ord=1;
        for l=3:15
            if ord==1
                            else
            end
            ord=-ord;
            for m=order
                A(m,l-m)=alin(cnt);
                cnt=cnt+1;
            end
        end
        img(i:iA;
    end
end
                   (h) HAMILTONIAN SPACE FILLING CURVES 
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