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ABSTRACT
The segmentation of colors from complicated images has since long been a continuous area of research due to the practical significance of it’s results in various applications especially the medical imaging field. Clustering of images is a well known technique of segmenting images. We accomplish fuzzy clustering by including fuzzy sets in the results. The most popular Fuzzy c-means clustering algorithm (FCM) often used for segmenting images, has been studied and applied to the test images, and its pros and cons weighed. As an attractive extension of the FCM algorithm, we introduce the concept of co-clustering, which simultaneously clusters objects and features, producing different memberships for both. An important existing co-clustering algorithm developed for document clustering called the “Fuzzy co-clustering algorithm for categorical and multivariate data” (FCCM), is applied to various test images. The defects of the FCCM algorithm when applied directly to images is studied in detail.

In this project work, a novel modified version of the FCCM algorithm called “Distance – based  Fuzzy co-clustering algorithm for Images (DB-FCCI) “ is proposed which gives improved clustering results when applied on the test images. The objective function is optimized using the Bacterial Foraging learning method which gives image specific values to the parameters involved in the algorithm. The new technique is compared with the existing FCM and FCCM techniques and the color segmentation results are found to be more accurate, involving lesser number of iterations. Since the DB-FCCI algorithm includes co-clustering also, a training set of six similar images is prepared as a database for the algorithm. The color segmentation results of the training set are grouped into different classes based on the ranking of memberships of different clusters in the feature membership matrix. One of the major applications of color segmentation is in the medical imaging field. The developed DB-FCCI algorithm is tested on a set of medical images to detect various lesions in the retina of human eye based on color information. Five different types of lesions are segmented and their color information and co-cluster membership tabulated.
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                                                      CHAPTER 1

INTRODUCTION TO FUZZY CLUSTERING

1.1 Concept of clustering

Clustering is a tool that attempts to assess the relationships among patterns of the data set by organizing the patterns into groups or clusters such that patterns within a cluster are more similar to each other than are patterns belonging to different clusters. Many algorithms for both hard and fuzzy clustering have been developed to achieve this. A very important issue is the cluster validity which deals with the significance of the structure imposed by the clustering method.

Cluster analysis has been playing an important role in solving many problems in pattern recognition and image processing. Image segmentation is a very critical step in image processing because errors at this stage influence feature extraction, classification and interpretation at later stages. Ideally, one would expect an image to have distinct colors separated by well-defined boundaries. However in practice, there is always some source of fluctuation or noise which imparts some uncertainity to the image. The noise in the image could be due to the degradations occurring in the process of image capture (sensor noise, variation of intensity of the light, error due to digitization etc.). in any case , the actual image is quite complicated and it is not possible to label distinct regions in the image without using segmentation.

In a color image, intensity of each pixel is represented by R,G,B, the three primary colors, and each pixel is viewed as a point in this three dimensional space. The image segmentation of a color image aims to partition the image into regions or segments such that pixels belonging to a region are more similar to each other than pixels belonging to different regions. This can be done by using clustering methods to group the pixels in the color space into clusters. Therefore a good clustering criterion should be used since it would directly affect the segmentation results.

Clustering in the color domain gives improved segmentation results than gray scale intensity clustering, since the color components carry more information than the gray scale components. The HSV and the CIELAB color spaces are often found to be more effective than RGB color space since these images can be median filtered without disturbing the color information. Therefore, the RGB system performs worse than the other systems in the presence of noise.

1.2 Fuzzy clustering
In non-fuzzy or hard clustering, data is divided into crisp clusters, where each data belongs to exactly one cluster. In Fuzzy clustering, the data points can belong to more than one cluster, and associated with each of the points are membership grades that indicate the degree to which the data points belong to the different clusters. 

Fuzzy clustering belongs to the group of soft computing techniques (which include neural nets, fuzzy system, and genetic algorithms). In real applications, there is very often no sharp boundary between clusters so that fuzzy clustering is often better suited for the data. Membership degrees between zero and one are used in fuzzy clustering, instead of crisp assignments of data to clusters. The resulting data partition improves data understanding and reveals its internal structure. Partition clustering algorithms divide up a data set into clusters or classes, where similar data objects are assigned to the same cluster whereas dissimilar data objects are assigned to different clusters.

Areas of application of fuzzy cluster analysis include data analysis, pattern recognition and image segmentation. The detection of special geometric shapes like circles and ellipses can be achieved by the shell clustering algorithms.
1.3 Fuzzy c-means (FCM) clustering 
The fuzzy c-means (FCM) clustering algorithm introduced by James.C.Bezdek in 1981, is an iterative procedure of clustering an image into different segments based on the multidimensional feature information. The chromaticity or color detail matrices of the selected color space, is selected as the features or the multiple dimensions along which the fuzzy clustering algorithm is run. In each iterative step the membership matrix µci, denoting the degree of membership of each pixel i to the different clusters c=1,2..C, is updated by the re-computation of Euclidean distances of each pixel i, from the updated cluster center/centroid  pcj of  cluster c with respect to feature j. The cluster centroid values are also updated iteratively. The whole process is repeated until the iterations converge. 

The objective function used for fuzzy c-means clustering is the weighted within groups sum of squared errors objective function Jm, which is used to define the constrained optimization problem given by equations (1) and (2). Approximate optimization of  Jm  by the FCM algorithm is based on iteration through equations (4) and (5), for its local minima.  

The optimization problem for fuzzy c-means (FCM) clustering can be stated as follows:

Minimize the following objective function with respect to fuzzy membership µci and cluster centroid  pcj :

           C    N
   Jm = Σ Σ(µci)m .Dci                                                                                               (1)

          c=1i=1

subject to the constraint:

                          C 

                 Σ µci =1 ,                 µci ε[0,1], for  all data i=1,2,…..,N                        (2)                                
                         c=1

                                K                                  K                                                      K
where,          Dci =   ∑d²(Xij, pcj)) = ∑(Xij- pcj)T .(Xij- pcj) = ∑(Xij- pcj)²                 (3)                        

                                j=1
                                j=1                                                   j=1

      is the square of the euclidean distance between each pixel value Xij in the jth dimension and the respective centroids pcj with a summation over feature j.
and m =fuzzifier term of FCM(normally taken as 2)

Solving the above optimization problem by the Lagrange Multiplier method gives the following equations for the membership functions: 

 Update equation for  µci  :

                                                     D ci     1/(m-1)  -1

   µci      =       C
                                                     (4)

∑D hi  

h=1

 
Update equation for  pcj:                                             
                                          N                         

                              pcj   =   Σ(µci )m Xij 
                                          i=1            
                   (5)

                                N   

                                            Σ (µci )m

 i=1
The most popular algorithm for approximating the solutions of equations (4) and (5) is Picard iteration of the two equations. This type of iteration is also called Alternating Optimization (AO) since it loops through one cycle of estimates for   µt-1→ pt  →   µt
and then checks if    |µt - µt-1 | ≤ εL.
1.4 Algorithm for Fuzzy C-means clustering
The multidimensional fuzzy c-means clustering algorithm is given as follows:
Parameters to be initialized:

Number of clusters = C,  (2 to N)

Fuzzy Parameter =m,       (m≥1)

Steps of algorithm:

1. The whole process starts with a good initial guess of the values of the membership function matrix: µci of each cluster c for c=1,2,…C, where C is the total number of clusters. While assigning random values to µci the constraint in equation (2) is followed.     

2.Updating of  centroid of cluster as per equation (5) i.e.

                                          N                         

                              pcj   =   Σ(µci )m Xij 
                                          i=1            
                   

                                N   

                                            Σ (µci )m

 i=1
3.  Compute D ci the square of the Euclidean distance between each pixel value Xij in the jth dimension and the respective centroids pcj with a summation over feature j as given by Equation (3) , i.e.
                                K                                  K                                                      K
                    Dci =   ∑d²(Xij, pcj)) = ∑(Xij- pcj)T .(Xij- pcj) = ∑(Xij- pcj)²                                        

                                j=1
                                j=1                                                   j=1

4. Updating of membership functions µci of each pixel Xi to cluster c as per equation (4) ,

i.e                                             

                                                     D ci     1/(m-1)  -1

   µci      =       C
                                                    

∑D hi  

h=1

 
5.If   two successive iterations of µci  do not change more than a small value εL, i.e.

   |µt - µt-1 | ≤ εL, then stop otherwise goto step 2.
1.5 Cluster Validity Measure
Validity Function:
Validity function is a measure of the overall average compactness and separation of a fuzzy c-partition.

 For each cluster c, the summation of squares of the fuzzy deviation of each data point Xi  from the cluster centroid pc , is called the total variation σc of cluster c, given by,

                                                  C   N          

                                          σc = ∑ ∑ µci² .(Xi-pc)²                                                           (6)

                                                 c=1 i=1

where, µci. ||Xi-pc|| is called the fuzzy deviation of Xi from cluster c.

Thus  σc  or the variation of cluster c, is nothing but the summation of the square of the

Euclidean distance between  data point Xi  and centroid pc  weighted by the fuzzy membership of data point Xi  belonging to class c.

The ratio denoted by,   

                                          πc =   σc
                                         (7)
                                                    N
is called the compactness of cluster c. It is equal to the average variation of cluster c.

The separation s of the fuzzy c-partition, is given by,

                                          s= (dmax)²                                                                           (8)

where, dmax is the maximum distance between cluster centroids , defined by

                         (dmax)²= max(pt+1-pt)²         ,for c=1,2,...,C.                                        (9)

The compactness and separation validity function S, is defined as the ratio of the minimum compactness  to the maximum separation i.e.

                                           S= min( πc ) =    π                                                               (10)                     

                                                    s               s

After substituting for π and s we obtain

                                          S  =      σ/n                                                                           (11)                   

                                                   (dmax)²

A smaller S indicates a partition in which all the clusters are overall compact and separate to each other . Thus our goal is to find the fuzzy c-partition with the smallest S.

                                          S  =      σ/n       

                                                  (dmax)²

                                                     CHAPTER 2
FUZZY CO-CLUSTERING MODELS
2.1 Concept of co-clustering

Co-clustering simultaneously clusters objects and features. Fuzzy co-clustering is co-clustering in which the resulting co-clusters are represented by fuzzy sets. Fuzzy algorithms implementing co-clustering are called Fuzzy Co-Clustering models (FCC). 
The process results in co-clusters, which reflect the interrelations between object clusters and feature clusters. Compared to standard clustering, co-clustering  can offer several benefits, including: 
1) effectiveness in clustering high-dimensional data due to dynamic dimensionality

reduction that takes place when features are clustered .

 2)more accurate clustering because through its feature clustering, fuzzy co-clustering allows clustering of objects to take place with respect to the corresponding relevant features only.

3) interpretability of clusters, as the resulting feature clusters should capture the contents of the associated object clusters, and vice versa .

4) In addition to the above-mentioned benefits, fuzzy co-clustering can generate

more realistic co-clustering structure through its fuzzy representations.

 Because its advantages, fuzzy co-clustering has often been applied for categorization of high-dimensional data, such as text documents .
Therefore, by co-clustering, we simultaneously group images and features together. We can now identify that certain features are more important for a certain set of images. This is unlike most previous methods like the Fuzzy c-means algorithm (FCM)  where each feature prototype is treated as equally important for every image, and the importance of a given feature prototype to a given image is unknown Through co-clustering, we have automatically associated certain features with certain images. Since the meaning of images is more apparent to humans, we can (to some extent) derive the “semantic” meaning for these features.
 In addition, the set of feature prototypes will give us clues about the images grouped with them, which could potentially provide a more effective way to index and search image database. Based on above simple reasoning, we believe that the images and features co-clustering framework offers many new opportunities for developing better and more effective technologies for content-based image retrieval. For each cluster of images obtained by co-clustering, it is associated with certain colors of the images, and of course those colors are encoded by certain feature prototypes. Using only those colors that are associated with a given cluster of images, we can visualize the important image parts for that cluster of images.
From the results obtained in figs, it is seen that the visualization image reflects the common attributes of the colors in the images within the cluster. This demonstrates that our features and images co-clustering technique has successfully associated important and meaningful features prototypes with images, and from this association, we can infer the predominant color of the images. This example demonstrates that with co-clustering, we have more information available to offer more flexibility for developing image database management technology.
In this project, first of all, the popular, non- distance based (FCC) fuzzy co-clustering algorithm called the “ Fuzzy clustering for Categorical and Multivariate data (FCCM) , for high dimensional data” is studied. It is seen that the algorithm was developed for document clustering purpose and aimed at co-clustering of documents and keywords in the documents simultaneously. 

A similar effort to construct an algorithm along similar lines for images was undertaken in this project, and the resultant algorithm called “Distance based fuzzy co-clustering algorithm for images” (DB-FCCI) was developed. Unlike FCCM, it operates by minimizing the objective function 

2.2 Fuzzy co-clustering algorithm for categorical and multivariate data (FCCM) 

      algorithm.

Most conventional clustering algorithms perform clustering by minimizing the sum of intra-cluster distances. These algorithms assume that either cluster centers are computable or the distance between any pair of patterns is available. FCCM is aimed at clustering data in which attributes can be categorical (nominal) and the distance or similarity between two patterns is not available explicitly. FCCM accomplishes this task by maximizing the degree of aggregation among the clusters.

FCCM aims to maximize the objective function :

          C    N   K                                   C  N                                C    K
   JF =∑  Σ Σ µci vcj dij  - TUΣ Σ µci lnµci - TVΣ Σ  vcj ln vcj                                                                 (12)
          c=1i=1 j=1                                c=1i=1                            c=1 j=1
Subject to the constraints:

                          C 

                 Σ µci =1                     for  all i=1,2,…..,N                                                    (13)                                
                         c=1
µci ε[0,1]
                  K
                  Σ vcj =1                    for all c=1,2,…..,C                                                                                (14) 
                          j=1
vcj ε[0,1]
i.e , the total memberships of all attributes in a cluster must sum to 1.

Here,   µci  = membership function of object i to cluster c 
            vcj  = membership function of feature j to cluster c.

            dij  = relatedness between object i and feature j
 TU and TV  are the weighting parameters which determine the degree of fuzziness. parameters.

The first term in the eq.(12) is called the degree of aggregation of the cluster.

Solving the above optimization problem (Sec. 2.3), by Lagrange Multiplier method gives the following values for the membership functions:                                   

                                                           K
                      µci = exp(   Σ vcj dij /TU  )                 for  all c=1,2,…..,C 

                                       j=1                                   & for  all i=1,2,…,N                        (15)

                              C                 K
                             ∑ exp(   Σ vcj dij /TU  )                                                                        

                             c=1         j=1
                                                           N
                      vcj = exp(   Σ µci dij /TV  )                for  all c=1,2,…,C                            (16)

                                       i=1
                                                 & for all j=1,2,….,K
                              K                 N
                             ∑ exp(   Σ µci dij /TV  )         

                             j=1         i=1
FCCM is therefore based on Picard iterations through the above two equations for convergence to a local maxima of the objective function.

2.3 Solution of the constrained optimization problem of FCCM
Analysis of the constrained optimization problem of FCCM by the Lagrange Multiplier method is given as follows:

The objective function to be maximized can be written as:

         C    N   K                                 C  N                               C  K                            N          C                       C          K
   F =∑  Σ Σ µci vcj dij - TUΣ Σµci lnµci - TVΣ Σ vcj ln vcj + Σ λi (Σ µci -1) + Σ γc (Σ vcj -1)    
        c=1i=1 j=1                                c=1i=1                         c=1 j=1                         i=1       c=1                    c=1      j=1                        
                                                                                                                                         (17)

where, dij = relatedness between pixel i and feature j.

            λi  , γc = lagrange multipliers or constants

            TU, TV = weighting parameters which specify the degree of fuzziness.

The first term in above equation (17) is called the degree of aggregation of the cluster. The second and the third terms are called the regularization terms. The third and the fourth terms indicate the constraints as derived from equations (13) and (14).

Update Equation for object membership  µci:

Differentiating the above equation (17) w.r.t   µci and equating to zero:

               C    N    K                       C    N                               N        C                          
   ∂F     =∑  Σ Σ vcj dij - TUΣ Σ (1+ lnµci)  + Σ λi Σ1          =   0                                       (18)

   ∂µci     c=1i=1 j=1                       c=1i=1                            i=1      c=1                       
                 K                            
                Σ vcj dij        -    TU (1+ lnµci)  +    λi           =   0                                                 (19)
                        j=1                            
                                K                            
             lnµci    =     Σ vcj dij   - 1 +    λi                                                                             (20)
                               j=1                            
                                    TU                  TU                                                                             
Applying exponential on both sides of equation (20):
                                 K
           µci =  exp  (  Σ vcj dij  -1 +      λi   )                                                                        (21)
                               j=1                            
                                    TU                   TU                                                                             
Now, applying the constraint (13) to equation (21):

                          C 

                 Σ µci =1                     for  all i=1,2,…..,N                                     
                         c=1

                          C                C                       K 

                 Σ µci =  Σ  (exp  (  Σ vcj dij   -1 +    λi   )  )        = 1                                      (22)

                 c=1        c=1                    j=1                           
                                                   TU                   TU                                                                             
                   exp  (  -1 +   λi  )        =               1                                                             (23)
                                                 TU                            C                        K                
                                                                   Σ  (exp  (  Σ vcj dij   )  )          

                                                                   c=1                j=1                           
                                                                                         TU                                                                                                
Substituting (23) in equation (21) ,we have,
                                 K
           µci  =  exp  (  Σ vcj dij)    

                                j=1                                                                                                                                                   (24)
                                    TU                                                                                              
                          C                        K                 
                 Σ  (exp   (  Σ vcj dij)  )          

                 c=1                j=1                           
                                        TU                                                                                                
Update Equation for feature membership  vcj  :

Differentiating the equation (17) w.r.t   vcj and equating to zero:

               C    N    K                       C   K                                  C       K                         
   ∂F     =∑  Σ Σ µci dij - TVΣ Σ (1+ ln vcj)  + Σ γc Σ1          =   0                                   (25)
  ∂vcj      c=1 i=1 j=1                      c=1j=1                             c=1     j=1                       
                N                            
                Σ µci dij    -  TV (1+ ln vcj)  +    γc           =   0                                                (26)
                       i=1                            
                                             N
                         ln vcj    =      Σ µci dij  -1  +    γc                                                            (27)
                                                    i=1                            
                                                   TV                 TV                                                                             
Applying exponential on both sides of equation (27):
                                N
          vcj  =  exp   (  Σ µci dij   -1  +   γc  )                                                                      (28)
                               i=1                            
                                    TV                   TV                                                                             
Now, applying the constraint in eq.(14) to above equation (28):

                  K
                  Σ vcj =1                    for all c=1,2,…..,C  
                          j=1
                          K                K                      N
                 Σ vcj =  Σ  (exp  (  Σ µci dij   -1 +     γc   )  )        = 1                                     (29)

                 j=1        j=1                    i=1                           
                                                   TV                   TV                                                                             
                   exp  (  -1 +   γc  )        =               1                                                            (30)
                                                 TV                            K                       N                 
                                                                   Σ  (exp  (  Σ µci dij  )  )          

                                                                   j=1                i=1                           
                                                                                         TV                                                                                                
Substituting (30) in equation (28),we have,
                                N
           vcj =  exp  (  Σ µci dij  )    

                               i=1                                                                                                                                                   (31)
                                    TV                                                                                              
                          K                       N                 
                 Σ  (exp  (  Σ µci dij)  )          

                 j=1                i=1                           
                                        TV                                                                                                
2.4 Algorithm for FCCM
The steps of the multidimensional FCCM  co-clustering algorithm is given as follows:
Parameters to be initialized:

Number of clusters = C,  (2 to N)

Fuzzy Parameter = TU and TV,       

Steps of algorithm:

1. The whole process starts with a good initial guess of the values of the membership function matrix: µci of each cluster c for c=1,2,…C, where C is the total number of clusters. While assigning random values to µci the constraint in equation (13) is followed.     

2. Updating of membership functions vcj of each feature j  to cluster c as per equation (31) i..e. 
                                N
           vcj =  exp  (  Σ µci dij  )    

                               i=1                                                                                                                                                 
                                    TV                                                                                              
                          K                       N                 
                 Σ  (exp  (  Σ µci dij)  )          

                 j=1                i=1                           
                                        TV                                                                                                
3. Updating of membership functions µci of each pixel Xi to cluster c as per equation (24) i.e.        
                                 K
           µci  =  exp  (  Σ vcj dij)    

                                j=1                                                                                                                                                   
                                    TU                                                                                              
                          C                        K                 
                 Σ  (exp   (  Σ vcj dij)  )          

                 c=1                j=1                           
                                        TU                                                                                                
4. If   two successive iterations of µci  do not change more than a small value εL, i.e.

   |µt - µt-1 | ≤ εL, then stop ,otherwise go to step 2.
2.5 Drawbacks of FCCM when applied to images

The FCCM algorithm is applied to the test image “flowers” and the results obtained (fig.5.2) were studied. The following drawbacks were observed in the process.
1) One drawback of FCCM is that for large values of N (data) and K (feature) , the  numerators and denominators of the  two equations (24) and (31) become extremely large due to the exponential terms. This can lead to numerical instabilities due to overflow.

2) It is  observed from the results of FCCM algorithm on the test image “Flowers” in table 5.1, that the algorithm converges for very narrow range of  values of  TU and TP   approximately,(TU =12 and TP  = 8000) , which makes the algorithm very sensitive to the choices of the parameters.

3)  It is also observed   that the FCCM algorithm produces only 1 set of  valid clusters i.e. when the choice of number of clusters is absolutely correct. It is exactly at this point that for a particular set of parameters, the image clusters exactly balance the feature clusters, upholding the principle of co-clustering. It does not attempt to further segregate the shades of colors while testing the algorithm for higher number of clusters. Therefore the range and quality  of color segmentation obtained is constricted by the FCCM algorithm.

4) Another disadvantage of the FCCM clustering process is that, 1 of  the    three clusters formed, become visible only when the membership cross-over or threshold value is lowered to a minimum of 0.2 or below(fig. 5.2(a-c)), which will further degrade the validity measure of the clusters formed. At the same time the already visible clusters would now incorporate a lot of extra information as seen in cluster3 in fig 5.2(c), making the clustering meaningless. The problem of overlapping clusters is also observed as seen between cluster 1 & 2 in fig 5.2(a,b).
5) The procedure does not involve any calculation of the cluster centroids  or the distance

measure which provides  very significant information regarding the color being segmented in the cluster.
2.6 Proposed modification of FCCM: A Distance – based  Fuzzy co-clustering algorithm for Images (DB-FCCI)

Modification of the FCCM algorithm:

(Distance based FCCM for images):
Since the results of the FCCM algorithm are not up to the mark, therefore some modification of the FCCM algorithm is necessary for application to images. This project work proposes the following changes  in the existing structure of the FCCM algorithm:

1) We convert the problem to a minimization problem in order to solve the problem of huge exponentials. The degree of aggregation of the objective function would include the distance or dissimilarity measure instead of the similarity measure in FCCM. The Euclidean distance measure is used. 

2) We incorporate the centroid of clusters to the basic fuzzy co-clustering algorithm in order to improvise the results.
The objective function to be minimized is therefore, constructed as follows:

          C    N   K                                      C  N                                  C    K
   JD =∑  Σ Σ µci vcj Dcij  + TUΣ Σ µci lnµci + TVΣ Σ  vcj ln vcj                                                    (32)                                  
          c=1i=1 j=1                                  c=1i=1                              c=1 j=1
where,

Dcij  = (d²(Xij, pcj)) = (Xij-pcj)T .(Xij-pcj)  =.(Xij-pcj)²                                                        (33)

is the Euclidean distance between pixel Xij and centroid pcj  of cluster c,

Subject to the constraints:

                          C 

                 Σ µci =1                     for  all i=1,2,…..,N                                                       (34)                                    
                         c=1
µci ε[0,1]
                 K
                  Σ vcj =1                    for all c=1,2,…..,C                                                                                   (35)
                          j=1
vcj ε[0,1]
Here,   µci  = membership function of object i to cluster c 
            vcj  = membership function of feature j to cluster c.

            TU, TV = weighting parameters which specify the degree of fuzziness.

It is summarized that the changes suggested in the objective function JF of the existing algorithm given in eq.(12) are: 

1) The replacement of the similarity measure dij by the dissimilarity  or distance measure Dcij 

2) The reversal of signs of the regularization terms since it is a maximization problem.
The  resulting objective function JD given by eq. (32) is solved  by Lagrange Multiplier method giving  the following formulae for the membership functions and centroids as proved in section 2.7: 

                                                             K
                      µci = exp( -  Σ vcj Dcij /TU  )       for  all c=1,2,…..,C                             (36)

                                        j=1
                                        & for  all i=1,2,…,N
                              C                 K
                             ∑ exp( - Σ vcj Dcij /TU  )         

                             c=1         j=1
                                                             N
                      vcj = exp( -  Σ µci Dcij /TV  )           for  all c=1,2,…,C                            (37)

                                        i=1
                                           & for all j=1,2,….,K
                              K                 N
                             ∑ exp(- Σ µci Dcij /TV  )         

                             j=1         i=1
2.7 Solution of DB-FCCI algorithm:

Analysis of the objective function JD by the Lagrange Multiplier method is given as follows:

The objective function to be minimized can now be written as:

         C    N   K                                      C  N                                C    K                          N          C                       C          K
   F =∑  Σ Σ µci vcj Dcij + TUΣ Σµci lnµci + TVΣ Σ vcj ln vcj + Σ λi (Σ µci -1) + Σ γc (Σ vcj -1)  

        c=1i=1 j=1                                 c=1i=1                                c=1 j=1                       i=1       c=1                     c=1     j=1                 
                                                                                                                                   (38)

Here,    λi  , γc = lagrange multipliers or constants

The first term in above equation (38) is called the degree of aggregation of the cluster. The second and the third terms are called the regularization terms. The third and the fourth terms indicate the constraints as derived from equations (34) and (35). It is observed that there is no change in the constraint equations given in (13) and (14).

Update Equation for object membership  µci:

Differentiating the above equation (38) w.r.t   µci and equating to zero:

               C    N    K                            C    N                               N        C                          
   ∂F     =∑  Σ Σ vcj Dcij + TUΣ Σ (1+ lnµci)  + Σ λi Σ1          =   0                                   (39)

   ∂µci     c=1i=1 j=1                            c=1i=1                              i=1      c=1                       
                 K                            
                Σ vcj Dcij +     TU (1+ lnµci)  +    λi           =   0                                                (40)
                        j=1                            
                                K                            
             lnµci    =    -Σ vcj Dcij   -1 -    λi                                                                           (41)
                               j=1                            
                                    TU                  TU                                                                             
Applying exponential on both sides of equation (41):

                                 K
           µci =  exp -(  Σ vcj Dcij  +1 +   λi   )                                                                      (42)
                               j=1                            
                                    TU                   TU                                                                             
Now, applying the constraint (34) to equation (42):

                          C 

                 Σ µci =1                     for  all i=1,2,…..,N                                                                                   
                         c=1

                          C                C                       K 

                 Σ µci =  Σ  (exp -(  Σ vcj Dcij   +1 +   λi   )  )        = 1  
         (43)

                 c=1        c=1                    j=1                           
                                                   TU                   TU                                                                             
                   exp -(  +1 +   λi  )        =               1                                                              (44)
                                                 TU                            C                        K                
                                                                   Σ  (exp -(  Σ vcj Dcij   )  )          

                                                                   c=1                j=1                           
                                                                                         TU                                                                                                
Substituting (44) in equation (42) ,we have,
                                 K
           µci  =  exp -(  Σ vcj Dcij )    

                                j=1                                                                                                                                                      (45)
                                    TU                                                                                              
                          C                        K                 
                 Σ  (exp -(  Σ vcj Dcij )  )          

                 c=1                j=1                           
                                        TU                                                                                                
Update Equation for feature membership  vcj  :

Differentiating the equation (38) w.r.t   vcj and equating to zero:

               C    N    K                            C   K                                  C       K                         
   ∂F     =∑  Σ Σ µci Dcij + TVΣ Σ (1+ ln vcj)  + Σ γc Σ1          =   0                                  (46)

  ∂vcj      c=1 i=1 j=1                            c=1j=1                             c=1     j=1                       
                N                            
                Σ µci Dcij +     TV (1+ ln vcj)  +    γc           =   0                                               (47)
                       i=1                            
                                             N
                         ln vcj    =    -Σ µci Dcij   -1 -    γc                                                              (48)
                                                    i=1                            
                                                   TV                 TV                                                                             
Applying exponential on both sides of equation (48):
                                N
          vcj  =  exp -(  Σ µci Dcij   +1 +   γc  )                                                                       (49)
                               i=1                            
                                    TV                   TV                                                                             
Now, applying the constraint (35)  to equation (49):

                  K
                  Σ vcj =1                    for all c=1,2,…..,C  
                          j=1
                          K                K                      N
                 Σ vcj =  Σ  (exp -(  Σ µci Dcij   +1 +   γc   )  )        = 1                                      (50) 

                 j=1        j=1                    i=1                           
                                                   TV                   TV                                                                             
                   exp -(  +1 +   γc  )        =               1                                                             (51)
                                                 TV                            K                       N                 
                                                                   Σ  (exp -(  Σ µci Dcij   )  )          

                                                                   j=1                i=1                           
                                                                                         TV                                                                                                
Substituting (51) in equation (49) ,we have,
                                N
           vcj =  exp -(  Σ µci Dcij  )                                                                                       (52)                                       
                               i=1                            
                                    TV                                                                                              
                          K                       N                 
                 Σ  (exp -(  Σ µci Dcij )  )          

                 j=1                i=1                           
                                        TV                                                                                                
Update Equation for centroid  pcj  :

Differentiating the equation (38) w.r.t   pcj and equating to zero:

              C    N   K                            
  ∂F     =∑  Σ Σ µci vcj .-2.(Xij-pcj)  = 0                                                                           (53)
  ∂pcj      c=1 i=1 j=1                           
                        N                                        N                            

                vcj Σ µci .Xij  -  vcj pcj Σ µci  = 0                                                                       (54)
                     i=1                                     i=1                           
                          N                                                         

                pcj =  Σ µci .Xij                                                                                                                                                (55)
                         i=1                           
                         N                                                        

                         Σ µci 

                         i=1                           
2.8 Algorithm for DB-FCCI

The steps of the multidimensional DB-FCCI  co-clustering algorithm is given as follows:
Parameters to be initialized:

Number of clusters = C,  (2 to N)

Fuzzy Parameter = TU and TV,       

Steps of algorithm:

1. The whole process starts with a good initial guess of the values of the membership function matrix: µci of each cluster c for c=1,2,…C, where C is the total number of clusters. While assigning random values to µci the constraint in equation (34) is followed.     

2. Compute the centroids of clusters pcj as per equation (55), i.e.

                          N                                                         

                pcj =  Σ µci .Xij                                                                                                                                                
                         i=1                           
                         N                                                        

                         Σ µci 

                         i=1                           
3. Compute D cij the square of the Euclidean distance between each pixel value Xij in the jth dimension and the respective centroids pcj  as given by Equation (33) , i.e.
                          Dcij  = (d²(Xij, pcj)) = (Xij-pcj)T .(Xij-pcj)  =.(Xij-pcj)²  

4. Updating of membership functions vcj of each feature j  to cluster c as per equation (52) i..e. 
                                N
           vcj =  exp -(  Σ µci Dcij  )                                                                                       
                               i=1                            
                                    TV                                                                                              
                          K                       N                 
                 Σ  (exp -(  Σ µci Dcij )  )          

                 j=1                i=1                           
                                        TV                                                                                                
5. Updating of membership functions µci of each pixel Xi to cluster c as per equation (45) i.e
                                 K
           µci  =  exp -(  Σ vcj Dcij )    

                                j=1                                                                                                                                                      
                                    TU                                                                                              
                          C                        K                 
                 Σ  (exp -(  Σ vcj Dcij )  )          

                 c=1                j=1                           
                                        TU                                                                                                                                       

6. If   two successive iterations of µci  do not change more than a small value εL, i.e.

   |µt - µt-1 | ≤ εL, then stop ,otherwise go to step 2.
                                              CHAPTER 3

COLOR MODELS 
3.1 Introduction to color spaces
3.1.1 RGB color space

Each pixel is broken up into three different color components R, G and B. the RGB color cube is shown below along with the relation to the CMY color space.

Monochromatic primary sources P1,red = 700 nm , P2, green = 546.1 nm, 
P3,blue=435.8 nm. Reference white has flat spectrum and R=G=B=1.
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Fig 3.1: Schematic of the RGB color cube.

3.1.2 CMY color model

Color conversion to the cyan, magenta, yellow (CMY) model is shown below:


C
  1   
R

M       =         1      -
G
                                                                             (56)

Y                   1 
B


Cyan, magenta & yellow are the secondary colors of light. As seen from above equation, cyan subtracts red light from the reflected white light, magenta subtracts green from the reflected white light & yellow doe not pass blue.


3.1.3 YIQ color system (NTSC Transmission system)
Here, Y is the luminance information and I and Q are the chromaticity information.


Y
0.299      0.5877    0.114        R

 I         =       0.596    -0.275     -0.321       G
                                                     (57)

Q                 0.212    -0.523      0.311        B 


The NTSC transmission system was developed to facilitate the transmission of color images using the existing monochrome television channels without increasing the bandwidth requirement. The Y coordinate is the luminance of the color. The other two tristimulus colors I and Q, jointly represent hue and saturation of the color and their bandwidths are much smaller than that of the luminance signal. The I and Q components are transmitted on a subcarrier channel using quadrature modulation in such a way that the spatial spectra of I & Q do not overlap with that of Y. The linear transformation between RGB to YIQ color model is as shown in eq.(57).
3.1.4 HSI color model

Hue is a color attribute that describes a pure color ( for eg.  pure  yellow orange or red). 

It is the dominant wavelength in a mixture of light waves. Saturation is the degree to which a pure color is diluted by white light. Here, I is the intensity information and Hue(H) and saturation(S) denote the color information.

Applications of the HSI model are:

· To find the ripeness of fruits

· Matching color samples

· Inspecting the quality of finished color goods

The Hue (H) of a color point is the angle of the vector shown with respect to the red axis.

When H=0°, the color is red, when H=60°,the color is yellow and so on.

Saturation is the distance from P to the center of the triangle. The primary colors R,G and B are fully saturated. The colors pink (red & white )  and lavender (violet & white) are less saturated.

The H,S,V component of each R,G,B pixel is obtained using the equation (58) – (61)

                 H=          θ               if  B≤G                                                                  (58)
                                360- θ         if  B>G

with           θ  = cos-1   1/2 [(R-G)+(R-B)]     
                                                (59)
                                       [(R-G)² +(R-B)(G-B)]1/2
The saturation component is given by 

                  S    =        1-  3 [min(R,G,B]                                                                     (60)
                                       R+G+B

Finally, the intensity component is given by

   I= (R+G+B)                                                                                                            (61)

             3
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Fig3.2: The HSI color model based on circular color planes. The triangles and circles are perpendicular to the vertical intensity axis.

3.1.5 XYZ model:


X
0.607      0.174    0.201         R

Y       =        0.299    0.587     0.114         G
                                                     (62)

Z                 0.000    0.066      1.117         B 


Equation (62) is the linear  transformation from RGB to the CIE  X,Y,Z system. The XYZ system has hypothetical primary sources so that all the spectral tristimulus values are positive. The reference white for this system has a flat spectrum as in the RGB system. The tristimulus values for white are X=Y=Z=1.

3.1.6 CIELAB color model
The CIE (Commission Internationale de L’Eclairage)  has standardized two perceptually

uniform color spaces: CIELAB (CIE L*a*b*) and CIELUV (CIE L*u*v*). CIELAB color space, is frequently used in printing industry and photo-editing software packages. The CIELAB model maps (R,G,B), a three dimensional color space, to a cylindrical coordinate system as shown in Figure 3 . The L component in the CIELAB model denotes the luminance of the color, while components a and b together represent the chromatic information. The transformation from XYZ to CIELAB, is given below:
L* = brightness

                               1/3

L* = 25 (   100Y     )  - 16  ,     1 ≤100Y ≤ 100                                                          (63)
                     Y0

Chromaticity values:

a* = red-green content

                                 1/3                1/3

a* = 500  [(   X     ) -  ( Y
)   ]                                                  (64)
                        X0                      Y0

b* = yellow - blue content

                                 1/3                1/3

b* = 200  [(   Y    ) -  (  Z
)   ]                                                  (65)
                        Y0                      Z0

where, X0, Y0 & Z0 are the tristimulus values of the reference white.

                                             [image: image3.emf]
                                 Figure3.3 : The CIELAB color model

3.1.7 CIELUV color model

CIE uniform chromaticity scale (UCS) system u,v, Y

u,v=chromaticities

Y= luminance

u =    4X                                                                                                                       (66)

       X+15Y+3Z

 v =    6Y                                                                                                                      (67)

       X+15Y+3Z

U,V,W=tristimulus values corresponding to u , v , w

U= 2X                                                                                                                           (68)

        3

V=Y                                                                                                                              (69)

W= -X+3Y+Z                                                                                                               (70)

              2

The U*,V*,W* is a modified uniform chromaticity scale system whose origin is shifted to the reference white in the u,v chromaticity plane. The coordinate W* is a cube root transformation of the luminance and represents the contrast of a color patch. In this system, for unsaturated colors, the difference between two colors is proportional to the straight line joining them.


3.2 Results of segmentation in different color spaces
We perform a set of experiments to determine the best color space to work on. For this we use the FCM algorithm for segmenting the predominant hue (purple) in the given image below. The results are displayed and the segmentation errors are calculated. The images are captured in the RGB format. Color transformations are applied to the RGB image to experiment in CMY, HSV, YIQ, XYZ, CEILAB, CEILUV color spaces. Fuzzy c-means clustering is applied in each color space for the three features of each color space to classify each pixel into either the object pixel (dominant hue) or the background pixel. The resulting membership function is then defuzzified or thresholded at µcut-off   =0.5 and the resulting binary image displayed. The set of experimental parameters for each iteration are as follows:

εL = 10-12
µcut-off   =0.5

No.of color spaces=7 
Original ‘flowers’ image                       RGB                                       HSV
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Figures 3.4 :(a)-(h):Segmentation results of the purple (dominant) hue of the ‘flowers’ image in seven different color spaces.

	COLOR  SPACE
	OSE

           ( %)
	        ISE

       ( %)
	      ase

       (%)
	no. of iterations

	RGB
	30.77
	      15.65
	    23.21
	39

	HSV
	28.02
	        0.16
	    14.09
	24

	CMY
	28.75
	      15.73
	    22.24
	25

	YIQ
	105.73
	          0 
	    52.86
	46

	CIELAB
	18.42
	      0.07
	    9.245
	22

	CIELUV
	41.6
	      0.43
	    21.015
	27

	XYZ
	30.54
	     52.34
	    41.44
	3


Table 3.1:Results of Segmentation by iterative fuzzy clustering for ‘FLOWERS’ image

Hence, we observe that the HSV & CIELAB color models provide some of the best segmentation results with low value of average segmentation error (ASE) and less number of iterations. It is also observed that the outer segmentation error (OSE) is more predominant as compared to the inner segmentation (ISE)  errors in the segmented results.

In our project we choose the CIELAB color space to work on due to the above stated advantages, and also because as compared to the HSV results the clusters formed and the values of centroids obtained are far better as can be observed from figure 3.5 .
3.3 A comparison of HSV and CIELAB color spaces

In order to choose between HSV & CIELAB color spaces, the FCM algorithm was used for color clustering of the test image “flowers”. The color features in the case of the HSV model are H & S  and  that of CIELAB is A & B. A comparison was done on the results of color segmentation of both the color spaces on the basis of clusters formed and the final values of centroids obtained in both cases. It is found from the following figures that the CIELAB color space as compared to HSV, provides non-overlapping clusters and also better values of centroids that approximate the colors of the original image. Therefore we select the CIELAB model as an ideal color space for fuzzy clustering. The following figure displays clusters formed by FCM algorithm in HSV & CIELAB color spaces with their centroid values as the final displayed color in the results. 
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 Figure3.5:(a)Original image (b,c,d)Clusters & centroids of HSV model (e,f,g)Clusters &   centroids of CIELAB model

                                             CHAPTER 4
SOFTWARE IMPEMENTATION OF DB-FCCI

In this section the various steps involved in the software implementation of the DB-FCCI algorithm is outlined with a special mention of  the validity program for determining the number of clusters and the bacterial foraging(BF) algorithm for optimizing the values of weighting parameters TU and TV. The images are captured in RGB format and transformed to the CIELAB color space. The DB-FCCI algorithm is now applied to the test images and the clusters displayed by converting back to RGB format.. The software used is MATLAB ver.7.0 run on a Pentium-4 PC  and the  results of of 4 test images are compiled.
4.1 Software Implementation of DB-FCCI
· Obtain the three dimensional  R,G,B input image

· Define the color model to be used in the program

· Do the color transformation from RGB to the selected color space.

· Define the number of color features in the selected color system.

· Initialize values of parameters TU , TV
· Run the validity program to determine the number of clusters C. (Use the Bacterial Foraging (BF) algorithm for finding global minima, to initialize the values of parameters TU , TV for each test value of C in the validity program.) 

· Make an initial guess of µ membership function.

· Run the iterative Distance – based Fuzzy co-clustering algorithm for Images (DB- 

      FCCI) algorithm.

· Parallel processing of color features by fuzzy clustering technique to calculate the belongingness of a pixel to a particular cluster.

· Membership function of each pixel to different clusters is calculated.

· Defuzzification or fuzzy to crisp conversion: convert fuzzy membership matrix to a binary image . The µ=0.8 point is found to be generally acceptable.

· Output                  =1  , if µ=0.8

                                         =0   ,otherwise

· Map the selected coordinates of clusters from that of original image.

· Display all the clusters with color values of selected pixels equal to that of original image.

· Calculate the segmentation error ISE as the number of object pixels that have not been selected, and OSE as the number of non object pixels that have been selected. 

· Calculate the average segmentation error.

· Repeat for all different images
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4.4 Bacterial Foraging Algorithm for determining global minimum
Foraging is defined as an optimization process, where an animal seeks to maximize the energy obtained per unit time spent foraging. First, suppose that θ is the position of a bacterium and J (θ) represents the combined effects of attractants and repellents from the environment, for eg. J (θ)<0, J (θ)=0, J (θ)>0,representing that the bacterium at location is in nutrient rich, neutral, and noxious environments, respectively. Chemotaxis is a foraging behavior that implements a type of optimization where bacteria try to climb up the nutrient concentration (find lower and lower values of J(θ)), avoid noxious substances, and search for ways out of neutral media(avoid being at positions where J (θ) ≥0).

The initialization for the bacterial foraging algorithm is given as follows:

1. Set the number of bacteria S=50

2. The parameters w to be optimized is 2: TU , TV
3. Swimming length Ns=4

4. Nc, the number of iterations in a chemotactic loop is set to 100

5. Nre, the number of reproduction steps are set to 2.

6. Ned, the number of elimination and dispersal events is set to 2.

7. The probability ped that each bacterium will be eliminated/dispersed is set to 0.25

8. Location of each bacterium P(w,S, Nc, Nre, Ned) .
Therefore the bacterial foraging program is employed in this project work to find the global minimum of the constrained optimization problem of DB-FCCI, defined by eq.(38).
The bacterial foraging program initially accepts a set of initial values from the user before optimizing these to global minimum values by subsequent iterations. The following initial values of TU , TV are assumed for our project work.

                                          CHAPTER 5
5.1 Color segmentation results of application of FCM, FCCM, DB-FCCI algorithms  

      to test image 1 “FLOWERS”

 FCM                                      
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Figure 5.1: (a) Original image :”flowers”;(b-d)cluster 1-3 by the FCM algorithm

FCCM
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Figure 5.2:(a-c):3 clusters formed by FCCM at a μ(cut-off)=0.7; (d-f):3 clusters formed   by FCCM at a μ(cut-off)=0.2

DB-FCCI
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Figure 5.3:(a-d):4 clusters formed by DB-FCCI at a μ(cut-off)=0.8

	ALGO
	PARAMETERS
	CLUSTERS


	TIME
	ITERATIONS
(εL =10-12)
	CLUSTERS
	VALIDITY(min.)
	μ(cut-off)

	FCM
	m=2
	  3-5 (stable)
	15 mins
	53
	3
	       0.0038
	     0.7

	FCCM
	TU=12

TP=80000
	   3 (less stable)
	3 secs
	18
	3
	       0.0017
	     0.3

	DB-FCCI
	TU=8.9117

TP=695360
	  3-9 (highly stable)
	30 secs
	23
	          4
	       0.0012
	    0.8


Table 5.1: A Comparison of FCM, FCCM, DB-FCCI on application to “flowers”
Discussion on Results: It is seen from the above table 5.1 and figures 5.1 to 5.3 that DB-FCCI provides improved clustering results (with best validity measure) as compared to the conventional FCM & FCCM clustering techniques. The clusters formed are more defined (higher cut-off of 0.8 for membership function), show better segregation of shades (cluster=4), and involve lesser number of iterations and time complexity. As compared to FCCM, the DB-FCCI algorithm is more stable and less sensitive to the choice of the parameters TU and TV. Also FCCM converges only for 3 clusters but DB-FCCI gives more and more segregation of shades as the number of clusters is increased from 2 to 9. The basic advantage of DB-FCCI over FCM is the co-clustering feature and reduced time complexity. The time required for clustering the “BIRDS” image by FCM takes 2 hours while the new algorithm hardly takes 10 minutes.
5.2 Color segmentation results of application of DB-FCCI algorithm to

       test image 2 “CAPS”
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Figure 5.4: Original image & 5 clusters of  test image 2 “CAPS” 

5.3 Color segmentation results of application of DB-FCCI algorithm to

       test image 3 “FRUITS”
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 Figure 5.5: Original image & 6  clusters of  test image 3  “FRUITS” 

5.4 Color segmentation results of application of DB-FCCI algorithm to 

      test image 4  “BIRDS”
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                     Figure 5.6: Original image & 5 clusters of  test image 4 “BIRDS” 

5.5 Tabulation of clustering results of 4 test images

	TEST IMAGE
	 SE

%
	   TU
	Tv
X106
	 ITERATIONS

(εL =10-12)
	TIME

(secs)
	SIZE OF

image
	C
	VALIDITY

(min.)
	m(CUT-OFF)

	Flowers
	9.06
	8.9117
	6.9536
	23
	66.6
	126x150X3
	4
	  0.0012
	     0.8

	Caps
	5.46
	10.0917
	8.057
	46
	47.25
	96X89X3
	5
	  0.0008
	     0.8

	Fruits
	11.2
	8.7290
	7.6611
	67
	382.2
	264X160X3
	6
	  0.0014
	     0.7

	Birds
	7.48
	8.866
	6.6647
	194
	976.9
	251X187X3
	5
	  0.0026
	     0.6


Table 5.2: Results of application of DB-FCCI on the 4 test images
	TEST IMAGE
	   compactness

       (Pi)
	seperation

     (s)
	SIZE OF

DATA
(n=r*c)
	VALIDITY

=(pi /(s*n))

	Flowers
	204120.8
	9040.397
	126x150
	  0.0012

	Caps
	29964.78
	4252.2963
	96X89
	  0.0008

	Fruits
	232587.5
	3851.28
	264X160
	  0.0014

	Birds
	103142.27
	860.53
	251X187
	  0.0026


                  Table 5.3: Calculation of validity function for test images

Discussion on Results: The above table 5.2 summarizes the results of color segmentation by the DB-FCCI algorithm on the four test images used in the project. The results show a pattern of low segmentation errors(SE) i.e. the accuracy with which a color pixel is correctly assigned to a color cluster is very high. The segmentation errors shown are the average of the outer as well as inner segmentation errors. It is observed that the “CAPS” image provides minimum errors with a SE of  5.46%. All the images maintain a low range of validity function as discussed in sec.5.1. Of all the test images the “BIRDS” image is found to be most complicated and involve 194 iterations. However, both “Flowers” and “caps” images show high cut-off of membership function at 0.8 indicating well defined and separate clusters. Table 5.3 shows the calculation of the validity function as per equation (12). The observed values of variation (σ) and separation (s) and N, for each test image are also tabulated.
5.6. Co-clustering Results 
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Figure 5.7: Results of Co-clustering of color feature ‘A’ of ‘LAB’ on image-“flowers” for a set of  6 training images based on the top ranking order of memberships(1-4).
	TEST IMAGE
	Clus1

(pink)
	Centroid 1
	Clus2

(purple)
	Centroid 2
	 Clus3

(green)
	Centroid 3
	Clus4

(white/yellow)
	Centroid 4

	Set 1
	  0.2503
	20.0496
	0.252
	41.1681
	0.2486
	-27.5616
	0.2492
	-1.4638

	Set 2
	   0.2512
	24.7233
	0.2543
	38.678
	0.248
	-28.1963
	0.2484
	3.0841

	Set 3
	  0.2523
	20.3432
	0.2534
	38.0116
	0.2452
	-27.5544
	0.2492
	-2.8894

	Set 4
	0.2502
	24.8596
	0.253
	44.2369
	0.2489
	-25.4232
	0.2494
	-3.7227

	Set 5
	0.2499
	17.5132
	0.2504
	38.9124
	0.2478
	-28.172
	0.2485
	-1.94

	Set 6
	0.2514
	20.2341
	0.2526
	35.2746
	0.2456
	-29.2334
	0.249
	-10.69


             (Rank 2)                 (Rank 1)                  (Rank 4)               (Rank 3)

Table 5.4:Co-clustering results for color  feature A of CIELAB when DB-FCCI algorithm used on test image-“FLOWERS” for a set of 6 training images and 4 clusters
Discussion on Results: The results of figure 5.7 were obtained by co-clustering of a set of different training images of the same image type “Flowers” for feature A of CIELAB. We choose feature A for co-clustering since the dominant hue (purple) ranks the highest in the feature membership results for A. This is because the A feature of CIELAB  is a measure of the closeness of the color to red , giving the highest values for red and a minimum value for green. It is observed however that the feature membership values for different clusters lie very close to each other since the algorithm converges for very large values of TV and may lead to erroneous conclusions in some blurred images. This is in contrast to FCCM which provided very good co-clustering values spread between 0 to1.
                                                        CHAPTER 6

APPLICATION TO MEDICAL IMAGING
6.1 Spotting lesions in Retina images

Diabetic Retinopathy (DR) is the leading cause of blindness among elderly people.It is shown that early diagnosis and timely treatment could efficiently prevent visual loss  To standardize the procedure of DR diagnosis, the American based National Eye Institute (NEI) of the National Institutes of Health (NIH) has developed Early Treatment Diabetic Retinopathy Study (ETDRS) protocols which have become the “gold standard" for evaluating DR . According to ETDRS, DR-related abnormalities can be divided into three major classes: abnormal spot class, abnormal blood vessel class, and abnormal stereo measurement. 
The spot lesions are usually the preliminary sign of DR, examples are: 
1) Microaneurysms: Specifically, microaneurysm (MA) is a red spot, 125_m in its

longest dimension.
2) Hemorrhages : Hemorrhages (HE) have irregular shapes, red color and and

are larger than MA.
3) Drusen : Drusen appears as deep, yellowish-white dots with blurred edges.
4) Soft exudates (cotton wool): Soft exudates (SoftEX) are round or oval in shape,

white or pale yellow-white in color, and have ill-defined edges
5) Hard exudates : Hard exudates (HardEX) are small white or yellowish-white

deposits with sharp margins.
Automated spot lesion detection can greatly facilitate the computer-aided grading process. Based on their intensities, we name MA and HE as dark lesions and HardEx, SoftEx, and drusen as bright lesions. There are three major challenges in the retinal lesion detection, i.e.,
(1) poor visibility of lesions due to non-uniform intensity distribution and low contrast

     with background

(2) lesion variability with various sizes, shapes, and intensities,
(3) the vascular tree as a major distracting element for dark lesion detection.

Many algorithms were proposed for spot lesion detection. Spencer et. al. proposed a framework to detect microaneurysm in fluorescein angiographic images where lesions have better visibility than in optical images. Bilinear top-hat morphological transformation with a specific size structuring element is employed to enhance MA and depress blood vessels. Region growing and feature based classification methods finalize the results. Niemeijier et. al. proposed a method  to detect red lesions, i.e., microaneurysm and hemorrhage, based on a hybrid  approach combining two prior works by Spencer et. al and Frame et. al. with pixel-wise classification and additional new features. Walter et. al. proposed an algorithm to extract hard exudates using their high gray level variations. The contours are found by thresholding the difference between original grayscale image and a morphologically reconstructed one. It reached 92:8% sensitivity and 92:4% predictive value. Sbeh et. al. used morphological reconstruction to determine drusen's position. Adaptive threshold selection provides clear and precise boundaries. Recently, Zhang et. al. proposed a method to detect two kinds of bright lesions (exudates and cotton wool spot, also called soft exudates according to ETDRS)

and one type of dark lesion (hemorrhage). In the bright lesion detection part, a bottom{up process is employed to classify bright non-lesion areas, exudates and cotton wool spots, by using Improved Fuzzy C-means prior segmentation and a hierarchical classification structure. In hemorrhage detection, a top down approach is adopted where hemorrhages are firstly located in regions of interest (ROI) and then their boundaries are delineated in the post-processing stage.

In this project work, the newly developed “Distance-based Fuzzy co-clustering for Images” (DB-FCCI) algorithm is used for color segmentation of the retinal images to detect dark and bright lesions. Since the method is color based alone, it need not take into account the geometrical shapes of the lesions being clustered. The method is found to be quite effective since a lot of information is carried by the color centroid of the lesion which is different from its surrounding tissues and that of the blood vascular supply. For achieving this aim, a a highly efficient color segmentation algorithm is required which can segregate different shades of a similar looking color. The DB-FCCI algorithm with all it’s advantages over the existing fuzzy clustering algorithms is found to be apt for this purpose. 

6.2 Initializations for the DB-FCCI algorithm to be applied on retina images

Collect a set of retina images 

Run the validity program from C=2 to 5 and select C of minimum validity.
Parameters for the bacterial foraging program

TU = 52.472
TV = 251.89x 106
Error limit for convergence of DB-FCCI

EL=10-12
6.3 Results
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Figure 6.1 : (a)Retina of human eye (b) blood supply segmented by DB-FCCI
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 Figure 6.2: Five categories of lesions (a,b)Drusen, (c,d) hemorrhages, (e,f)Hard exudates, (g,h)Soft exudates, (i,j)MA.
	Image
	  Feature  A
	 Feature  B
	Co-clust.
Memb.

	Blood n/w
	49.8792
	51.2399
	Max(0.335)

	hemorrhages
	43.4254
	44.9626
	Max(0.251)

	drusen
	33.99
	32.155
	Min (0.23)

	MA
	45.2025
	48.8558
	Max(0.344)

	Hard exudate
	22.4378
	71.6679
	Min(0.3332)

	Soft exudate
	0.3831
	48.6371
	Min(0.495)


          Table 6.1: Centroid & co-cluster values of lesions
Discussion on Results:
The results in figure 6.2 indicate the detection of all 5 types of lesions of  retina together with a tabulation of the centroid values of the particular lesion being segmented in table 6.1. The co-clustering column in the table indicates the membership rank assigned to the cluster containing the lesion. The feature A of CIELAB is considered for clustering due to the reddish hue of the retina image background which would mean that the dark (red) lesions like MA and HE would have the highest co-clustering membership and the bright lesions (yellow) like drusen, hard and soft exudates would have the minimum membership. Therefore , if the co-clustering membership for a particular color is at a minimum and the centroid approximates 33.99 and 32.155, then ‘drusen’ can be detected from a block of retina image. Therefore, the co-clustering feature A membership together with the centroid values given in  table 6.1 indicate the presence of the lesion in the block of the image being examined. The similar images containing lesions can be then co-clustered together for further analysis of the lesion.

                                  CONCLUSION

Fuzzy clustering is an important tool for color segmentation of images. This project work investigates the different existing techniques for fuzzy clustering like FCM and FCCM and examines their drawbacks when applied on images which contain large amount of data. An effort is made to modify the existing structure of algorithm by converting the constrained optimization problem of FCCM to a minimization problem to make the algorithm more image-friendly. The proposed “Distance-based Fuzzy Co-clustering for images (DB-FCCI)” algorithm is developed and applied to different test images and the results studied. It is observed that the new algorithm provides improved clusters with high values of validity function as compared to the conventional FCM & FCCM algorithms. The time complexity and the number of iterations required is very less as compared to FCM. Also the algorithm is very stable and relatively less sensitive to small variations to Tu and Tv parameters as compared to FCCM. The new technique allows in depth color segmentation analysis by segregating different shades of a single color with high accuracy.  The algorithm also incorporates co-clustering by which different colors are assigned a membership based w.r.t   a  particular feature. This will help us to collect a set of similar pictures for further analysis. As compared to the existing FCCM co-clustering algorithm, DB-FCCI is more stable, gives more clarity and shades of colors and since it is centroid based it gives additional information on the color shade being segregated. The optimization of the parameters Tu and Tv is done with the help of the Bacterial Foraging program which searches for a global minimum of the objective function. 
The algorithm when applied to the retinal images is found to extract defects called lesions quite efficiently. The extracted features and characteristics for all detected lesions will be useful for ETDRS-based disease diagnosis and staging. The proposed algorithm is robust, flexible, and applicable to other similar medical image analysis or industrial inspection applications.

                       FUTURE WORK

It is proposed that the research work on lesion detection in the retinal images by the DB-FCCI algorithm be carried out for a training set of large number of retinal images to test the DB-FCCI algorithm on a large scale. The co-clustering feature can be further used for grouping all the similar types of lesions together as explained in the project work. The structure of the proposed algorithm can be further improved in order to provide improved co-clustering membership results comparable with that of the conventional FCCM. This can be done by investigating the convergence of the DB-FCCI algorithm for smaller values of  parameter  Tv. 
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APPENDIX A : List of figures generated in MATLAB

Figures 3.4 :(a)-(h):Segmentation results of the purple (dominant) hue of the ‘flowers’ 

                 image in seven different color spaces.

Figure3.5:(a)Original image (b,c,d)Clusters & centroids of HSV model (e,f,g)Clusters 

                      &   centroids of CIELAB model

Figure 5.1: (a) Original image :”flowers”;(b-d)cluster 1-3 by the FCM algorithm

Figure 5.2:(a-c):3 clusters formed by FCCM at a μ(cut-off)=0.7; (d-f):3 clusters 

                           formed   by FCCM at a μ(cut-off)=0.2

Figure 5.3:(a-d):4 clusters formed by DB-FCCI at a μ(cut-off)=0.8

Figure 5.4: Original image & 5 clusters of  test image 2  “CAPS” 

Figure 5.5: Original image & 6  clusters of  test image 3 “FRUITS” 

Figure 5.6: Original image & 5 clusters of  test image 4 “BIRDS” 

Figure 5.7: Results of Co-clustering of color feature ‘A’ of ‘LAB’ on image-“flowers” 

                 for a set of  6 training images based on the top ranking order of

                memberships(1-4).

Figure 6.1 : (a)Retina of human eye (b) blood supply segmented by DB-FCCI

Figure 6.2: Five categories of lesions (a,b)Drusen, (c,d) hemorrhages, (e,f)Hard 

                     exudates, (g,h)Soft exudates, (i,j)MA.
APPENDIX B : List of tables
Table 3.1:Results of Segmentation by iterative fuzzy clustering for ‘FLOWERS’ image

Table 5.1: A Comparison of FCM, FCCM, DB-FCCI on application to “flowers”

Table 5.2: Results of application of DB-FCCI on the 4 test images

Table 5.3: Calculation of validity function for test images

Table 5.4:Co-clustering results for color  feature A of CIELAB when DB-FCCI algorithm used on test image-“FLOWERS” for a set of 6 training images and 4 clusters

Table 6.1: Centroid & co-cluster values of lesions


     4.2  Flowchart for Color Segmentation using DB-FCCI algorithm for  any value of TU , TV
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     4.3 Flowchart for determining optimal number of clusters (range of 2 to 9) by the validity function
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