CHAPTER 1

Design of Experiment: An Introduction
________________________________________________________________

1: Concept of DOE 
Design of Experiment (DOE) [37] is a structured, organized method that is used to determine the relationship between the different factors (Xs) affecting a process and the output of that process (Y). Sir Ronald A. Fisher, the renowned mathematician and geneticist first developed this method in the 1920s and 1930. 

Design of experiment (DOE) is to understand the impact of specific changes to the inputs of the process, and then to maximize, minimize or normalize the outcome by manipulating the input. 

DOE is a scientific approach which allows the researchers to gain knowledge in order to better understand a process and to determine how the impacts (attribute effect the output response).

It is usually used when it is unclear what impact a specific set of inputs may have either individually or collectively on process or product. A designed experiment is the simultaneous evaluation of two or more factors (parameters) for their ability to affect the resultant average or variability of a particular product or process characteristic. To accomplish this in an effective and statically proper fashion, the level of factors are varied in a strategic manner, the results of particular test combination are observed, and the complete set of results is analyzed to determine the influential factors and preferred levels, and whether increase or decrease of those levels will potentially lead to further improvement. It is important to note that this is an iterative process; the first round through the DOE process will many times lead to subsequent rounds of experimentation. The beginning round, often referred to as screenings experiment, is used to find the few important influential factors out of the many possible factors involved with the process or product design. The experiment is typically a small experiment with many factors at two levels. Later rounds of experiments typically involve few factors at more than two levels to determine conditions of further improvement. 

· DOE is the most cost effective and efficient method for identifying the key input factors and in understanding the relationship between input factors and response.

· DOE investigate a number of input factors with relatively small number of tests.

· DOE helps to identify important/ critical attributes of a process improvement effort, as they can be characteristics to be examined and the desired effect.

The DOE process is divided is divided into three main phases, which encompasses all experimental approaches. These three phases are (1) the planning phase (2) the conducting phase (3) the analyzing phase.

The planning phase is when factors and levels are selected and, therefore the most important stage of experimentation. Also the correct selection factors and levels is non statistical in nature and more dependent upon product or process expertise.

The second most important phase is the conducting phase, when the test results are actually collected. If experiments are well planned and conducted, the analysis is actually much easier and more likely to yield positive information about factors and levels.

The analysis phase is when the positive or negative information concerning the selected factors and levels is generated based on the previous two phases. This phase is statistical in nature.

The major steps to complete an effective designed experiment are listed in the following 12 steps. The planning phase includes steps 1 through 9, the conducting step 10, and the analysis phase include steps 11 and 12.

1. State the problem(s) or areas(s) of concern.

2. State the objective(s) of the experiment.

3. State the quality characteristic(s) and measurement system(s).

4. Select the factors that may influence the selected quality characteristics.

5. Identify control and noise factors.

6. Select levels of factor.

7. Select the appropriate orthogonal array (OA) or Ors.

8. Select interactions that may influence the selected quality characteristics or go back to step 4(iterative steps).

9. Assign factors to OA(s) and locate interactions.

10. Conduct tests described by trials in OAs.

11. Analyze and interpret results of the experimental trials.

12. Conduct confirmation experiment.

Metals are shaped into different usable forms through various processes of these some are called non-cutting processes, i.e. those in which no chip formation takes place, and the metal is shaped under the action of heat, pressure or both. This category includes operations like forging, drawing, spinning, rolling, extruding etc. Against these there are other processes in which the components arte brought into the desired shape and size by removing the unwanted material from the parent metal in the form of chips through machining, these are called cutting processes. A few of the important machining processes falling in this category are turning, milling, drilling, shaping, planning, broaching etc. Turning is the most widely used among all the cutting processes. The increasing importance of turning operations is gaining new dimensions in the present industrial age, in which the growing competition calls for all the efforts to be directed towards the economical manufacture of machined parts and all this is made possible by use of CNC lathe machines .The CNC lathe machines have successfully achieved the following basic objectives of efficient and economical machining practice:

· Quick metal removal

· High class surface finish

· Economy in tool cost

· Less power consumption

· Economy in the cost of replacement and sharpening of tools

· Minimum idle time of machine tools

The above objectives can be achieved by altering the different variables. The machining variables are divided into three main categories. These are tool variables, work piece variables and set-up variables.  Tool variables includes tool material, nose radius, tool wear, tool geometry, tool vibration, machine tool rigidity, and tool overhang etc. Work piece variables include work piece material, hardness, length and diameter etc. Set-up variables include cutting speed, feed rate, depth of cut etc.  Out of these three types of variables set-up variables play the most important role there fore it becomes necessary to optimize the different set-up variables so as to fill the above written objectives of efficient and economical machining. Surface roughness and force required can be very helpful to predict the importance of different set-up variables and hence by optimizing these desired results can be obtained.

1.1 Problem Identification
Set-up parameters play the most important role to get the desired results. The main objectives of this research are to carry out the experiments by selecting different variables and their levels, applying Taguchi design of experiment and then analyzing the results obtained. Quality characteristics considered is:

· Surface Roughness

       The set-up parameters, which were used to get the expected results, are

· Spindle Speed

· Feed

· Depth of Cut

       The experiments were conducted according to the Taguchi design of experiment i.e. the number of experiments were done as suggested by the Taguchi design of experiment according to number of factors, their levels and their interactions.

1.2 Motivation
The increase of consumer needs for quality metal cutting related products has driven the metal cutting industry to continuously improve quality control of metal cutting processes. Within these metal cutting processes, the turning process is one of the most fundamental metal removal operation used in the manufacturing industry. 

Surface roughness, which is used to determine and evaluate the quality of a product, is one of the major quality attributes of a turning product. In order to obtain better surface finish, the proper setting of cutting parameters is crucial before the process takes place. As a starting point for determining cutting parameters, technologists could use the hands on data tables that are furnished in machining data handbooks. It was suggested by some researchers that a trail-and-error approach could be followed in order to obtain the optimal machining conditions for a particular operation. Consequently, it is a very time consuming process of identifying the optimum cutting condition for a particular operation. For this a Design of Experiment (DOE) has been implemented to select manufacturing process parameters that could result in a better quality product.

Industries now a day are facing challenges to improve the quality of products and processes with minimum cost and time.  The Taguchi parameter design techniques have been proved to be successful in meeting this challenge.  Therefore, there is a need to not only introduce our industries to DOE but also Taguchi parameter design. This work attempts to introduce how Taguchi parameter design could be used in identifying the significant processing parameters and optimizing the surface finish of turning operations. 

1.3 Robust Engineering/Taguchi Methods [37]
1.3.1 Background

The concepts of robust engineering (RE) are based on the philosophy of Genichi Taguchi, who introduced the concepts after several years of research. Robust engineering systematically evolved starting in the 1950s and aims at providing industries with a cost effective methodology for enhancing their competitive position in the global market. These concepts are also referred to as Taguchi Methods.

In Taguchi Methods, there are two types of quality: (1) customer-driven quality and (2) engineered quality. Customer quality leads to the size of the market segment and includes product features such as color, size, and appearance. 

The market size becomes bigger as customer quality gets better. Customer quality is addressed during the product planning stage and is extremely important in creating a new market. Engineered quality includes the defects, failures, noise, vibrations, pollution, etc. Engineered quality can be measured in terms of deviations from ideal performance (function). While the customer quality defines the market size, the engineered quality helps in winning the market share within the segment. Robust engineering aims at improving the engineered quality, because it measures the degree of abnormality (function) of observations from the known reference group.
1.3.2 Statistical Design of Experiment 

Japanese industry was first to realize the potential of the statistical design of experiment (SDE). Earlier one factor at a time experimentations were used, in which the engineer observes the results of an experimental trial, having changed the setting of only one factor (a factor being a parameter, variable or any other controllable source of variation) while keeping the other factors fixed. In contrast SDE advocates the changing of many factors at the same time in a systematic way, ensuring the reliable and independent study of factors, their main and interaction effects. Different designs exist to suit the experimental capability. Full factorials (designs studying every possible combination of factor settings) are utilized when experimentation is easy or when the number factors used is small. Fractional factorials (design consisting of only a number of combinations of factor settings out of all possible) are most commonly used design as they provide a cost effective way of studying many factors in one experiment, at the expense of ignoring some high order interactions which is considered low risk strategy since high order interactions are usually insignificant and in any case difficult to interpret.

1.3.3 What is Robust Design?

A robust product is one that is insensitive to variation. A robust design is one that is insensitive to material property and manufacturing tolerance variation to the extent that a very high proportion of the product is manufactured within specification and without the need for extensive inspection or adjustment. A corollary of this is that a robust design permits the use of the least costly materials and manufacturing processes without compromising quality and performance. A robust product is one that performs and continues to perform to the satisfaction of the customer despite the possible drifts (variation) in its design parameters expected over the normal product life.

1.3.4 Why Design Robust Products?

A robust product has lot of advantages over other conventionally designed products. Few of them are explained here. A robust product:

• Is of higher quality, and therefore continues to satisfy customer expectations of target performance under the intended operating conditions throughout the expected life of the product.

• Costs less to manufacture, since the cheapest materials and   manufacturing tolerances may be used.

• Costs less to repair and service, since allowances for the effects of wear and degradation have been designed in to the product.

• Increases market share by minimizing time to market through less “surprises” in the product development process. Design for robustness is a central element in design for quality.

Examples: Television screen colour spectrum, voltage regulator, thermostat, safety valve.

1.4Various techniques used for process optimization: [27]
As shown in fig1.1 these are various techniques used for process optimization.

1.4.1 Comparison with Other Types of Optimization

Traditional optimization is usually directed at maximizing some performance parameter in a deterministic sense. Pure robustification is directed at minimizing the variation of a performance parameter under the assumption that the designed nominal level of performance is satisfactory. In general product optimization, the cost of variation (conformance to specification) is just one of the cost components among others (performance, material and manufacturing) to be minimized.
1.5 Sources of Variation

• Variation in material properties: density, yield strength, modulus of elasticity, homogeneity, and contamination.
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Fig 1.1 various optimization techniques [27]
• Variation due to manufacturing process variability: dimensions, heat treatment, and residual stresses.

• Variation due to degradation with time: wear, corrosion, and embrittlement.

• Variation due to environment: temperature, humidity, dust, supply voltage, electromagnetic fields, and vibration.

1.6 Design Parameters [37]
A design parameter is any of the physical quantities (variables) required to specify a design (dimensions, material properties, forces). Design parameters may be further classified into three types: control parameters, noise parameters, and constant parameters.

1.6.1 Control Parameters

Control parameters are those design parameters over which the designer has specific control, that is, which have a range of feasible values, from which the designer as the design value of the parameter must choose one.

1.6.2 Noise Parameters

Noise parameters are those design parameters over which the designer has no direct control (applied load, input voltage, temperature). These parameters are often due to environmental variables, user input, or input parameters from a larger system.
1.6.3 Constant Parameters

Constant parameters are those design parameters which the designer early in the process decides to fix at a constant value often either to simplify the design or to satisfy externally imposed constraints (environmental safety, material availability, manufacturing process availability).

1.7 Taguchi Principles [37]
Taguchi Methods are based on five principles. 

1. Measurement of function using energy transformation.

2. Taking advantage of interactions between control and noise factors.

3. Use of orthogonal arrays and signal-to-noise ratios.

4. Two-step optimization.

5. Tolerance design using quality loss function and on-line quality engineering. These principles are extremely useful and cost effective and have been successfully applied in many engineering applications to improve the performance of a product/process. A brief illustration of these principles is given below: 

1.7.1 Measurement of Function Using Energy Transformation 

The most important aspect of Taguchi Methods (TM) is to find a suitable function (called an ideal function) that governs the system. Taguchi Methods state that ‘‘to improve quality, don’t measure quality.’’ It is important, instead, to measure the functionality of the system to improve the product performance (quality).

1.7.2 Take Advantage of Interactions between Control and Noise Factors

In Taguchi methods, we are not interested in measuring the interaction between the control factors. We are interested in the interaction between the control and noise factors, since the objective is to make design robust against the noise factors.

1.7.3 Use of Orthogonal Arrays (OAs) and Signal-to-Noise (S/N) Ratios

OAs is used to minimize the number of runs (or combinations) needed for the experiment. Many people are of the opinion that the application of OA is TM, but the application of OAs is only a part of TM. S/N ratios are used as a measure of the functionality of the system. S/N ratios capture the magnitude of real effects (signals) after making some adjustment to uncontrollable variation (noise).

1.7.4 Two-Step Optimization

After conducting the experiment, the factor–level combination for the optimal design is selected with the help of two step optimization. The first step is to minimize the variability (maximize S/N ratios). In the second step, the sensitivity (mean) is adjusted to the desired level since it is easier to adjust the mean after minimizing the variability.
1.7.5 Tolerance Design Using Quality Loss Function and On-Line Quality Engineering

While the first four principles are related to parameter design, the fifth principle is related to the tolerance design and on-line quality engineering (QE). Having determined the best settings using parameter design, the tolerance is done with the help of quality loss function. If the performance deviates from the target, a loss is associated with the deviation, known as a loss to the society. This loss is proportional to the square of the deviation. It is recommended that safety factors be designed using this approach. On-line QE is used to monitor the process performance and detect the changes in the process.

1.8 Quality Loss Function
Taguchi defines quality in a negative way as ‘the loss imparted to society from the time the product is shipped. This loss would include the cost of customer dissatisfaction, which may lead to a loss of reputation and goodwill for the company. Apart from the direct loss to the company arising from warranty and service costs, there is an indirect loss due market share loss and the increasing marketing efforts needed to overcome lack of competitiveness. 

According to Taguchi a product does not cause a loss only when it is outside specification but whenever it deviates from its target value. The smaller the variation, the better is the quality. The larger the deviation from the target, the larger society loses.

In general loss is proportional to the square of the deviation from the target. Figure 1.4 provides the basic formula for the loss function L (Y) and a graphical representation of the loss to society when performance (Y) of a [1.40] product deviates from desired target, t. In the formula, M is the producer’s loss when the consumer’s tolerance D is exceeded  
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                                      Figure 1.2 Taguchi Loss Function [37]
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Figure 1.3 (Taguchi Loss Function [37]
                                                         L(Y) = M/D2 × (Y-T)2
If two products have the same variance but different averages, then the product with the average that is closer to the target (A) has better quality.  

       1.9 Division of Factors                                                                                                                                                                       
There are two main aspects of Taguchi technique. First the behaviour of a product or process is characterized in terms of factors that are separated in two types:
·  Controllable (or design) factors-those whose values must be set or easily adjusted by the designer or process engineer.

· Uncontrollable (or noise) factors, which are sources of variation often associated with the production environment: overall performance should be insensitive to their variation

Second are the controllable factors, which are divided into factors

· Those, which affect the average levels of the response of interest, referred to as target control factors (TCF), sometimes called signal factors.

· Those, which affect the variability in response. The variability control factors (VCF) 

· Those which affect neither the mean response nor the variability, and can      thus be adjusted to fit economic requirements, called the cost factors.

As shown in fig 1.4
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1.10 Taguchi Experimental Design Method [37]
Taguchi's robust design method is a unique statistical experimental design method. Parameter design by Taguchi method is a quality control method. Quality control methods are quality and cost control activities conducted at the product and process design stages to improve product manufacturability and reliability and to reduce product development and lifetime costs. Parameter design can be used to make a process robust against sources of variation and hence improve field performance. In view of Taguchi's concept, the product must be produced at optimal levels and with minimal variation in its functional characteristics. Two factors affect the product's functional characteristics: control factors and noise (or uncontrollable) factors. Control factors can be easily controlled and on the other hand noise factors are nuisance variables that are difficult, impossible or expensive to control. Noise factors, in general, are responsible for causing a product's functional characteristic or process to deviate from target value. Controlling of noise factors is very costly or difficult, if not impossible. In Taguchi's method, based on the experimental results, the optimal combination of factor levels that make the process less sensitive to the effects of noise factors (environmental variables, deterioration, and manufacturing variations) that are the causes of variation will be selected. Because parameter design reduces performance variation by reducing the influence of the sources of variations rather than by controlling the sources, it is a very cost effective technique to improve product quality. So factor levels should be made to make the product or process least sensitive to changes in the noise factors; that is, instead of finding and eliminating causes, as the causes are often noise factors, the impact of the causes should be reduced.

This robust design method is in use in many areas of engineering. All of these showed that this robust design methodology offers simultaneous improvement of process, performance and cost, and engineering productivity. Its widespread use in industry will have a far-reaching economic impact because this methodology can be applied profitably in all engineering activities, including product design and manufacturing process design.

Different types of designs are needed in different experimental environments. Experimental design is a critically important tool for improving the performance of a manufacturing process. It also has extensive application in the development of new processes. The application of experimental design technique early in process development can improve yield and reduce variability. 

1.11 Taguchi's Parameter Design Method 

1.11.1 Objective of Taguchi's Method

Taguchi's parameter design can be used to make a process robust against sources of variation and hence improve field performance. If we can design a process that has the robustness to noise factors that largely affects the variance of performance characteristics at a developing stage, it will very possible for the process to have robustness against other noise factors that could not be considered at the development stage. The aim of a parameter design experiment is, then, to identify settings of the design parameters that maximize the chosen performance measure and are insensitive to noise factors.  
1.11.2 Orthogonal Array 

The goal of a Taguchi's experimental design is to identify optimal settings for all the design parameter, not to build the model fitting of process. Taguchi has achieved substantial payoffs just by conducting many main-effect-only-experiments and checking the results by confirmation experiments. If it can be proved that the system could be described well by even only main effects, the optimal condition determined by only main effect analysis can be very efficient and simple method for optimization. Orthogonal array has been used to minimize the number of test runs while keeping the pair-wise balancing property in Taguchi's method for that purpose. These basic principles serve as a screening filter, which allows the examination of the effects of many process variables, identifying those factors, which have a major effect on process characteristics using a single trial with a few reactions. For example, optimization experiment would normally require each variable to be tested independently. Thus, a trial run investigating the effects and interactions of four reaction variables each at three concentration levels, would require an experiment with 81 (i.e. 34) separate reactions. Using an orthogonal array, however, an estimate of the effect of each variable can be carried out using only nine experiments. Providing that three level are used for each variable tested, the number of experiments required (E) is calculated from the equation E= 2k +1, where k is the number of factors to be tested. If the calculated number is not a multiple of three, then the required number of variables to be tested is the next multiple. Hence, as the number of components to be tested is increased, the reduction in the number of experiments required becomes more marked; e.g. to test 9 factors would require 39 = 19683 experiments to analyze fully, whereas using Taguchi's methods this could be reduced to just 21(2 x 9 + 1 = 19), 19 is not a multiple of three and then next integer divisible by three is 21). 

1.12 Taguchi's Parameter Design 

Taguchi's method for identifying settings of design parameters that maximizes performance characteristics (e.g. yield or productivity etc), is summarized below. 

· Identify initial and competing settings of design parameters, and identify important noise factors and their ranges.

· Construct the design matrices and plan the parameter design experiments. 

· Conduct the parameter design experiments and evaluate the performance               statistic for each test run of the design matrix.

· Use the values of the performance statistic to predict new settings of the              design matrix (if needed).

· Confirm that the new settings indeed improve the performance statistic. 

The design will be planned to determine the control factor's level that is less sensitive to noise factors. An orthogonal array containing the control factors will be arranged in the inner array, while an orthogonal array containing noise factors will be arranged in the outer array. Taguchi suggested that parameter design using noises that are deliberately created was more effective than not, if noises can be created purposely. The reason is that if noise is not induced deliberately, many experiments must be performed to investigate the effects of noise factors diversely on process and it is very difficult to obtain reliable results under different noise conditions. If the experiments can be performed under various levels of noise i.e. with positive induction of noise to the design, we can obtain a realistic level of robustness. Therefore, a characteristic of Taguchi's parameter design is the deliberate creation of noise for the identification of control factor's level that is the least sensitive to the noises.

 1.13 Taguchi's Tolerance Design 
If among the noise factors, some affect the system largely and result in large variances in performance characteristics, we cannot achieve the combination of control factor's level that is insensitive to all the noise factors. In this case, the noise factor that causes large variance must be controlled to the way of reducing the variance in order to obtain a lower variation, which is called tolerance design according to Taguchi's method. The first step in tolerance design is to determine the contribution of the noise factor to the variation; to know which noise factors were the causes of large variance. And then, the way of reducing the effect of the noise factor must be considered. Through the tolerance design, we make appropriate economic trade-offs between the increased cost of the product and the improved quality. 

1.14 General use of the Taguchi Method
·  Tuning Computer Systems for High Performance (UNIX) 

· Temperature Control Circuit (Dynamic Problem) 

·  Electrical Filter Design 

· Treatment of Asthmatic Patients 

· Study of Crankshaft Surface Finishing Process

· Automobile Generator Noise Study 

· Air Bag Design Study 

· Optimization of Inter-Cooler, Nissan Motor Company 

· Accuracy Improvement of a Disposable Oxygen Sensor Used for Open Heart Surgery

· Optimization of Nickel-Cadmium Battery Operation, Jet Propulsion Lab, NASA and California Institute of Technology

· Development of Formula for Chemicals Used in Body Warmers 

· Engine Idle Quality Robustness, Ford Motor Company[37]
· Temperature-Rising Problem for a Printer Light Generating System, Minolta    Co.

· Optimization of a Cosit Mitigation Receiver, ITT Aerospace 

· Critical Parameter Characterization of a Xerographic Replenisher Dispenser, Xerox Cooperation 

1.15 Advantages of Taguchi Design of Experiment
· It changes the timing of the application of quality control from on line to offline, so that we can easily rely on inspection, can build quality into the product and the process and thus ‘do it right first time’.

· It changes the experiment procedure from varying one factor at a time to varying many factors at a time, through statistical experimental design techniques.

· It changes the objective of experiments and the definition of quality from ‘achieving conformance to specification’ to ‘achieving the target and minimizing the variability’.

· It changes the attitude for dealing with uncontrollable factors: remove the effect not the cause, by appropriately turning the controllable factors.  

1.16 Limitations of Taguchi Design of Experiment
Sometimes it is claimed that, Dr. Taguchi, “has advocated some novel methods of statistical analysis and some approaches to the design of experiments that are unnecessarily complicated, inefficient, and sometimes ineffective”.

· Some of Taguchi’s experiment designs may lead to an incorrect answer when large two factor interactions appear.

· Taguchi method uses one array for control variables and one array for the noise variables and then a crossed array experiment is conducted, this makes the process difficult to understand.

· Several considerations favour the separate analysis of mean value and standard deviation instead of using Taguchi’s S/N ratio.

· There is only selected number of experiments to be done in Taguchi’s design of experiment that’s why it cannot be guaranteed that picking optimum level will provide optimum results.   

· This process is limited to a certain number of designs.

·  It will be useful only when it is implemented in early stages of design

1.17 Scope of the Work
As mentioned earlier that the work has a wide scope of covering not only the optimization of machining parameters but also in different types of processes. Its main is to increase production and efficiency of machining processes.  

                 This work may also be helpful for the designing of process parameters that have minimum variability. This work can also be helpful to find out optimum settings for different parameters.

1.18 Expected Benefits
The following benefits are expected from the successful implementation of the present work

1. The implementation of the robust design will reduce the variability of the process.

2. This work may be helpful in reducing the rejection rate and hence can be helpful in the increasing of production rate.

3. It will reduce the non-production time i.e. time of inspection

4. It will reduce the quality control efforts

5. It will be helpful in improving the company status and hence will increase the company profits.

1.19Response Surface Methodology [27]

The response surface method (RSM) developed by Box and Wilson in early 1950s, is a collection of mathematical and statistical techniques that are used to model and analyze engineering application. In these engineering applications, a response of interest is usually influenced by the several variables and the objective of the engineering applications is to find the variables that can optimize the response. The RSM can be applied in a wide variety of industrial setting and parameter optimization such as chemical, semiconductor and electronic manufacturing, machining, and metal cutting processes. In general, the procedure of RSM consists of following steps (Montgomery):

Step 1. Designing and conducting a series of experiments to get adequate and reliable measurement of the interesting response (e.g. Orthogonal array experiment).

Step 2.  Developing methamatical models of first and second order response surface with the best fitting.

Step 3. Finding the optimal set of processparameters that produce a maximum or mimimum value of the response.
Step 4.  Representing the direct and interactive effects of the process parameters through two and three dimensional plots.
If the variables are assumed to be measurable, the response surface can be expressed as follows:

Y=f(x1,x2,x3……………..xn)

Where n is the number of variables.

The goal is to optimize the response variable Y. it is assumed that the independent variables are contentious and controllable by experiments with negligible errors. It is necessary to find a suitable approximation for the true functional relationship between independent variables and the response surface.


Limitations of RSM model are:

1. It can not deal with highly nonlinear, multimodal objective function.
2. It works poorly for more three responses.

3. Experimental work is to be done before production.

4. Objective or response function needs to be continuously differentiable for determination of optimal cutting condition, which may not be the case in many complex physical process.

1.20 Summary

The first phase of a project or work to be done always have a major effect on the outcomes of the project because this is the phase in which we identify the problem and select the technique which is to be used for the optimization of process. In this chapter problem and its optimization technique are studied thoroughly. Different parameters of optimization technique, which play decisive role in finding the optimum results, were also examined. Optimization technique to be used was also compared with other optimization techniques. Advantages and limitations were also studied in this chapter.         
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